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ABSTRACT
In this paper, we discuss the potential costs that emerge from using
a Knowledge Graph (KG) in entity-oriented search without con-
sidering its data veracity. We argue for the need for KG veracity
analysis to gain insights and propose a scalable assessment frame-
work. Previous assessments focused on relevance, assuming correct
KGs, and overlooking the potential risks of misinformation. Our
approach strategically allocates annotation resources, optimizing
utility and revealing the significant impact of veracity on entity
search and card generation. Contributions include a fresh perspec-
tive on entity-oriented search extending beyond the conventional
focus on relevance, a scalable assessment framework, exploratory
experiments highlighting the impact of veracity on ranking and
user experience, as well as outlining associated challenges and
opportunities.
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1 INTRODUCTION
Web search encompasses diverse content types, extending beyond
web page ranking to data from databases, Knowledge Graphs (KGs),
entity cards, query responses, and various media formats [55]. Our
focus lies in entity-oriented search, organizing information around
entities, attributes, and relationships [5]. This approach underlies
effective entity cards, enhancing the search experience by providing
concise summaries on result pages, aiding navigation, and facilitat-
ing exploratory search [9, 37]. Despite the central role of KGs [55],
∗Work does not relate to the author’s position at Amazon.
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widely-used ones, like Wikidata [66], suffer from inherent errors
due to {semi-, fully-}automatic construction [68]. Using imperfect
KGs in entity-oriented search can result in misinformation issues,
impacting the user experience and downstream tasks [31, 46].

Despite the crucial role of KGs in entity-oriented search, the
issue of KG veracity, which refers to the accuracy and reliability
of KG data, remains understudied. Veracity is a well-known con-
cept in databases [7, 12, 62], where ensuring the accuracy of KG
data is paramount [69]. In contrast, previous assessments of sys-
tem effectiveness in entity-oriented search have predominantly
focused on relevance, assuming correct and reliable KGs [5]. This
assumption neglects potential risks of misinformation due to er-
rors in KGs. Driven by the recent advances in KG veracity esti-
mation [25, 43, 47, 54], this paper addresses the oversight by ex-
ploring the implications of unreliable KG data in entity-oriented
search [9, 31, 37, 46], proposing a scalable evaluation framework to
assess and enhance the reliability of a KG.

Hence, we investigate three research questions.

RQ1: Can we measure the veracity of a KG employed in entity-
oriented search?

RQ2: Can we devise veracity assessment methods that can scale
to the size of current real-life KGs?

RQ3: What is the impact of KG veracity on entity search systems?

We argue that developing a KG veracity assessment framework
is essential for gaining valuable insights into key aspects of entity-
oriented search. Nevertheless, the conventional approach for evalu-
ating data veracity involvesmanual annotation [69], which becomes
prohibitively expensive given the size of current real-life KGs [68],
encompassing millions of facts.

To address the research questions, we present an efficient KG
assessment framework that estimates veracity through a partition-
level optimization approach constrained by a budget. This allows
strategic allocation of annotation resources to specific KG subsets,
maximizing utility for downstream tasks. Together with the frame-
work, we also propose a veracity-enhanced re-ranking strategy,
𝑣Rank, that boosts veracity while keeping relevance unscathed. We
demonstrate our solution’s effectiveness in the context of dynamic
entity summarization [31], a task integral to entity card generation,
which introduces a query-dependent aspect in the generation of
summaries. The experimental evaluation reveals that veracity sig-
nificantly influences entity search and card generation as a distinct
dimension from relevance and utility. Through a user preference
study on entity cards, we also show that veracity enhances the user
experience by delivering higher-quality content without compro-
mising relevance.

https://doi.org/10.1145/3627673.3679561
https://doi.org/10.1145/3627673.3679561


CIKM ’24, October 21–25, 2024, Boise, ID, USA Stefano Marchesin, Gianmaria Silvello, and Omar Alonso

Our veracity assessment framework efficiently estimates KG ve-
racity with minimal annotation costs, making it suitable for large-
scale applications. The proposed framework is comprehensive for
various entity-oriented search tasks, ensuring versatility and appli-
cability across the spectrum of KG veracity assessment.

In summary, the contributions of this paper encompass:
• Introducing veracity as a distinct dimension in entity-ori-
ented search tasks.
• Presenting a scalable assessment framework, integrating
veracity into the entity search process.
• Conducting exploratory experiments that reveal the signif-
icant impact of veracity on different dimensions of entity-
oriented search.

Outline. The rest of this paper is as follows. Section 2 reports on
related work. Section 3 contextualizes the problem and presents the
framework. Section 4 provides a proof of concept of the introduced
framework. Section 5 presents the considered case study, together
with the corresponding experiments and results. Finally, Section 6
concludes the paper and outlines possible future work directions.

2 RELATEDWORK
This section reports related work from the three main areas of the
present work: entity cards, data quality, and credible IR.

Entity Cards. Given the significance of entity cards in con-
temporary web search engines, extensive literature is available,
primarily categorized into two areas [57]: (i) entity card generation
and presentation and (ii) entity cards’ impact on search behavior.

In generating and presenting entity cards, diverse approaches
and benchmarks have emerged over recent years from various com-
munities [5, 38, 55]. This involves selecting key facts crucial for a
specific entity, with entity summarization aiming to generate an op-
timal, size-constrained summary by choosing a subset of triples [38].
Numerous entity summarization methods have been proposed, in-
cluding RELIN by Cheng et al. [14], which leverages the PageRank
algorithm for selecting top-ℎ predicate-object pairs based on re-
latedness and informativeness. SUMMARUM [64], LinkSUM [63],
FACES [29], and FACES-E [30] are examples of other methods, each
employing distinct strategies such as PageRank ranking, facet-based
partitioning, and classification for entity summarization.

Hasibi et al. [31] introduced the task of dynamic entity summa-
rization, releasing an ad hoc benchmark and proposing a learning-
to-rank approach, DynES, to generate query-dependent entity sum-
maries. Through a user study, the authors found that users favor
dynamic summaries over static ones.

Concerning the impact of entity cards on search behavior, Shok-
ouhi and Guo [60] were pioneers in analyzing user interactions with
proactive cards, finding similarities with reactive search log pat-
terns. Bota et al. [9] explored entity cards’ effects on search behavior
and perceived user workload. User studies by Navalpakkam et al.
[46] showed increased attention on relevant entity cards within a
non-linear Search Engine Result Page (SERP). Recent research by
Salimzadeh et al. [57] examined entity cards’ impact on learning-
oriented search tasks, noting significant effects on participant be-
haviors like dwell time and session duration. In the health domain,
Jimmy et al. [35] observed users prioritizing entity cards when

seeking information on specific conditions. Despite the extensive
literature on the topic, none of the considered works discuss issues
arising from entity cards containing incorrect information.

To the best of our knowledge, we are the first to introduce ve-
racity as a distinct dimension, proposing a veracity-enhanced re-
ranking strategy, 𝑣Rank, and exploring its impact on both the gen-
eration and users’ perception of entity cards.

DataQuality. Data quality is a long-standing research area [40],
where vast literature has been published on its dimensions and met-
rics [11, 41, 70], as well as on methods and tools for the assessment,
detection, and repair of data quality issues [1, 21, 56].

In the Big Data Era, the 4 V’s (Volume, Velocity, Variety, Value)
posed challenges to quality management, leading to the introduc-
tion of the fifth V: Veracity [7, 12, 62]. Knowledge Graphs (KGs)
have become pivotal in Big Data applications, presenting unique
challenges for quality management due to their semi-structured
nature, use of Open World Assumption (OWA), substantial noise,
and large-scale [69].

Assessing KG veracity is crucial for downstream tasks, impacting
IR, RecSys, and Question Answering (QA). Reinanda et al. [55] em-
phasized the benefits of KG for modern information access systems.
Retrieval systems can benefit from the information provided by KG
veracity assessment, as the retrieved objects can be biased towards
validated facts. RecSys can be revised to include the weighting of
recommendations based on the veracity of the facts. For QA systems
integrating KGs, veracity assessment identifies reliable information
sources, enhancing precision and response time by focusing on
accurate subsets in specific domains [58].

To conduct a veracity assessment, manual evaluation is the de
facto standard [69]. However, due to the scale of real-life KGs, it is
unfeasible to manually evaluate every triple of the KG. Therefore,
efficient methods have emerged in recent years to estimate the KG
veracity based on a (relatively) small sample [25, 43, 47, 54]. These
methods perform iterative sampling and assessment procedures that
result in KG veracity estimates with strong statistical guarantees
and minimal human efforts. Although still in its infancy, efficient
veracity estimation represents a promising solution that can be
integrated within entity-centric retrieval, recommender, and QA
systems to reduce costs and increase benefits [10].

We propose, for the first time, veracity estimation solutions for
entity-oriented search, particularly for entity card generation.

Credible InformationRetrieval. For long time, the Information
Retrieval (IR) community has been investigating information disor-
der [67] and how it can increase the costs of the users’ information-
seeking process. This research conflates under Credible IR, re-
ferring to the process of obtaining reliable and trustworthy in-
formation from sources meeting criteria for reliability and trust-
worthiness [27]. Within Credible IR, several large-scale initiatives
have taken place: the CLEF eHealth CHS tasks [28, 36, 48], the
FIRE 2016 CHIS task [61], and the TREC Health Misinformation
tracks [2, 15, 16], as well as the ROMCIR workshops [50–52, 59].

However, none of these initiatives focused on KG veracity and
its impact on entity-oriented search. Rather, most of them revolve
around semi-structured and unstructured textual data. Conversely,
our work frames the data veracity problem within KGs in the con-
text of entity-oriented search. Given the structured nature of the
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contents of most KGs, the task presents unique characteristics. One
above all, the atomic nature of facts within KGs makes the assess-
ment of their correctness dichotomous and, to a degree, simpler
than that of documents. Indeed, documents can be seen as a collec-
tion of different facts, which might be independently regarded as
correct or wrong, making it harder to decide on the veracity of the
whole document. Hence, we believe that credible IR methods for
{semi-, un-}structured textual data could benefit from the develop-
ment of methods for KG veracity assessment, thus leading to new
opportunities in a broad range of search tasks.

3 ENTITY SEARCH: THE ROLE OF VERACITY
In this section, we first frame our work in the context of the utilitar-
ian analysis paradigm and the corresponding Delphic framework
for web search [10]. Then, we outline the problem of KG verac-
ity assessment and propose a scalable framework. We also further
discuss differences from previous research.

3.1 Delphic Costs and Benefits
In the dynamic and evolving landscape of web search, there has
been a growing recognition that the evaluation based solely on
the ranking quality is insufficient [10]. The idea is to shift towards
a more comprehensive assessment, considering the users’ overall
search experience and personal context. This paradigm, called util-
itarian analysis, goes beyond relevance assessment and extends to
diverse scenarios, encompassing explicit searches, content feeds,
recsys, and, among others, entity-oriented search. The utilitarian
analysis states that search operations entail non-monetary costs
like time, cognitive effort, and interactivity. Amid these costs, the
benefits are susceptible to various impairments, including misrep-
resentation, misinformation, and disinformation. These costs and
benefits, termed as Delphic, are part of any search task across dif-
ferent domains, intents, and expertise [10].

Our research, embedded within this framework, focuses on the
role that data veracity has on entity-oriented search [5, 55]. In this
context, misinformation emerges as a significant Delphic cost. In-
deed, KGs – in particular those built with {semi-, fully-}automatic
approaches [68] – are prone to errors [19, 24, 53], which accentuate
the Delphic costs related to misinformation. Consequently, all the
tasks revolving around entity-oriented search suffer from these
increasing costs. A prominent example is the generation of entity
cards that, if presented with incorrect information, prevent the ben-
efits these information capsules can bring to the user’s experience
and further intensify the costs associated with web search.

3.2 KG Veracity Framework
Addressing the data veracity issues associated with entity-oriented
search is imperative to improve the overall quality of the user’s
experience on the Web. To do so, it is necessary to evaluate the
veracity of KGs with a focus on the utility this process has on
the considered downstream task. To assess the veracity of a KG
for entity-oriented search tasks, we need to manually annotate
its contents – i.e., its facts – for veracity. However, real-life KGs,
such as Wikidata [66], DBpedia [4], YAGO [33], and NELL [45],
encompass million of facts. Therefore, manually evaluating the
veracity of large-scale KGs is prohibitively expensive.

To overcome this challenge, we would need to use sampling and
estimation techniques, as highlighted in previous research [25, 54].
Specifically, active learning strategies that minimize annotation
costs while providing statistical guarantees emerge as the most
viable solution. These strategies ensure that assessments are cost-
effective and represent the entire KG. Efficient sampling and esti-
mation techniques, coupled with active learning strategies, thus
offer a practical solution to navigate the challenges associated with
KG veracity assessments.

We typically have a limited budget for labeling tasks in real-
world tasks. However, we observe that different parts of the KG
might have varying utilities concerning the downstream task of
interest. For instance, popular entities within the KG usually have
the highest query load [26, 34]. Therefore, in this case, we may
want to ensure whether such entities (and the corresponding facts)
are accurate to activate filtering and/or correction mechanisms in
low-quality situations [24, 49].

All considered, we propose a scalable annotation strategy by
employing KG partitioning into subgraphs. Dealing with subgraphs
permits the allocation of resources strategically, thus directing the
annotation efforts toward specific partitions that maximize the util-
ity for downstream tasks. High-traffic or critical parts of the KG can
be prioritized for annotation, thus ensuring the budget-constrained
resources are used where they can have the most impact.

3.3 Framework Overview
Our KG veracity framework can be divided into three phases, which
we depicted in Figure 1. In 1 , a utility model is defined based on
the KG and web sources, and it is used to annotate the KG contents
concerning their utility for downstream applications. In 2 , the
KG is partitioned according to the utility scores associated with
its contents. Finally, in 3 , the KG partitions undergo a veracity
estimation procedure that relies on sampling, active learning, and
estimators to produce veracity estimates for each partition. In Sec-
tion 4, we present a possible utility model, an effective partitioning
strategy, and we outline the efficient partition estimation problem
and describe an iterative procedure that solves it. The partition-level
veracity estimates obtained can then be used to enhance different
applications, such as entity-oriented search tasks.

4 FRAMEWORK COMPONENTS
This section presents a proof of concept for the components of
the KG veracity framework. We propose a utility model based on
entity popularity on the Web and use utility scores to partition KG
data via stratification. Then, we introduce the partition veracity
estimation problem and an approach to solve it – for which we
outline appropriate sampling strategies and estimators.

In the following, we consider a KG as a directed, edge-labeled
multi-graph, usually defined as𝐺 = (𝑉 , 𝑅, 𝜂), where𝑉 = {𝐸∪𝐴∪𝐵}
is the set of nodes in 𝐺 , where 𝐸 are entities, 𝐴 attributes, and 𝐵

blank nodes; 𝑅 is the set of relationships between nodes in 𝐺 ; and
𝜂 : 𝑅 → (𝐸 ∪ 𝐵) × (𝐸 ∪𝐴 ∪ 𝐵) is a function assigning an ordered
pair of nodes to each relationship. The 𝜂 function produces the
ternary relation 𝑇 of 𝐺 [8]. Without loss of generality, this work
considers ground RDF graphs (i.e., without blank nodes), hence
𝜂 : 𝑅 → 𝐸 × (𝐸 ∪ 𝐴). Thus, the ternary relation 𝑇 is the set of
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Figure 1: KG veracity assessment framework for downstream applications.

(𝑠, 𝑝, 𝑜) triples such that 𝑠 ∈ 𝐸, 𝑝 ∈ 𝑅, and 𝑜 ∈ 𝐸 ∪𝐴, where𝑀 = |𝑇 |
is its size. Triples whose object is an entity are called triples with
entity property, whereas those with attribute objects are known as
triples with data property. A triple is also a fact; the two terms are
used interchangeably.

1 UtilityModel.The utility of a fact is a customized feature that
should be defined based on the specific requirements of the down-
stream task of interest. Following Zheng et al. [71], we compute
facts utility according to their popularity level on the Web. Given
an entity 𝑒 ∈ 𝐸, its utility is defined as 𝑢 (𝑒) = 𝐿(webSearch(𝑒)),
where 𝐿(webSearch(𝑒)) denotes the length of the search results
list for 𝑒 on a web search engine. Given 𝑥 ∈ 𝐴, we define 𝑢 (𝑥) = 0.
Then, the utility of a fact 𝑡 = (𝑠, 𝑝, 𝑜) is 𝑢 (𝑡) = 𝑢 (𝑠) + 𝑢 (𝑜).

2 Graph Partitioning. To partition a KG into subgraphs, we
resort to stratification [17]. Stratification is a statistical technique
to ensure that certain characteristics are well-represented in each
population subset or stratum. With stratification, it may be possible
to divide a heterogeneous population (like a KG) into strata, each
internally homogeneous. If each stratum is homogeneous, meaning
that the measurements vary little from one unit to another, a precise
estimate of any stratum mean can be obtained from a small sample
in that stratum [17]. Hence, stratification can be applied to achieve
a representative and efficient partitioning of the KG.

Stratification divides the population into 𝑘 subgroups based on
features of interest for the specific objective. According to the con-
sidered utility model, we perform stratification based on the popu-
larity level of facts on the Web. Once we obtain the popularity score
of each fact, weMinMax normalize them and input them to the parti-
tioning strategy to obtain the partition family P = {𝑃1, 𝑃2, . . . , 𝑃𝑘 }.

We adopt the Cumulative Square root of Frequency (Cumula-
tive
√
𝐹 ) method [18], previously used in a similar context by Gao

et al. [25], as partitioning strategy. The Cumulative
√
𝐹 method has

strong theoretical groundings, aiming to achieve minimal intra-
stratum variance in scores. The method first computes an empirical
estimate of the cumulative square root of the distribution of scores.
Then, it defines strata as equal-width bins based on the cumulative√
𝐹 scale and the number of desired strata 𝑘 . Finally, the bins are

mapped from the cumulative
√
𝐹 scale to the score scale, and the

facts are binned into the corresponding partitions.
3 Partition Veracity Estimation. Let 𝑃𝑖 ∈ P be a partition

of 𝐺 , the correctness of a triple 𝑡 ∈ 𝑃𝑖 is denoted by an indicator

function 1(𝑡) → {0, 1}, where 1 indicates correctness and 0 incor-
rectness.1 The partition veracity can then be defined as the mean
accuracy of its triples 𝜇 (𝑃𝑖 ) =

∑
𝑡∈𝑃𝑖 1(𝑡 )
𝑀𝑖

, where 𝑀𝑖 = |𝑃𝑖 | is the
partition size. 1(𝑡) is computed by manual annotation within each
partition 𝑃𝑖 .

However, the partitions obtained from a large-scale KG are also
large-scale. Literature on stratification suggests partitioning the
KG into a small number of strata 𝑘 [17],2 thus keeping partition
sizes considerably large. Too many strata may lead to small sample
sizes within each stratum, making it challenging to draw meaning-
ful conclusions or even exceeding budget constraints before the
annotation of all strata is completed.

Therefore, it becomes impractical to manually evaluate every
triple of the partition to audit its veracity. This situation is further
aggravated if we consider that, as outlined above, in several sce-
narios, we also have a limited annotation budget 𝑏 that must be
allocated across partitions. To overcome this limitation, common
practice is to estimate 𝜇 (𝑃𝑖 ) with an estimator 𝜇𝑖 calculated over
a relatively small sample drawn according to a sampling strategy
S designed to select S(𝑃𝑖 ) ⊂ 𝑃𝑖 triples to annotate. To evalu-
ate the veracity of 𝑃𝑖 , the estimator 𝜇𝑖 must be unbiased; that is,
𝐸 [𝜇𝑖 ] = 𝜇 (𝑃𝑖 ). Moreover, being 𝜇𝑖 a point estimator, it also requires
a 1 − 𝛼 Confidence Interval (CI) at a given significance level 𝛼 to
quantify the uncertainties in the sampling procedure. A relevant
measure associated with CIs is the Margin of Error (MoE), which
represents half the width of a CI.

Now, let S(𝑃𝑖 ) be a sample drawn using a sampling design S,
and 𝜇𝑖 be an estimator of 𝜇 (𝑃𝑖 ) based on S. Let cost(S(𝑃𝑖 )) be a
function denoting the cost of manually evaluating the correctness
of the elements in S(𝑃𝑖 ), and 𝑏𝑖 < 𝑏 is the budget portion allocated
to the partition 𝑃𝑖 . Inspired by prior work [25, 54], we can define the
problem of efficient partition veracity estimation as a constrained
optimization problem, which we extend to also take into account
budget constraints:

Problem. Given a a partition 𝑃𝑖 , an upper bound 𝜀𝑖 for the MoE
of a 1 − 𝛼 CI, and a budget 𝑏𝑖 for annotating 𝑃𝑖 :

minimize
S

cost(S(𝑃𝑖 ))

subject to 𝐸 [𝜇𝑖 ] = 𝜇 (𝑃𝑖 ) ∧ (MoE(𝜇𝑖 , 𝛼) ≤ 𝜀𝑖 ∨ |S(𝑃𝑖 ) | = 𝑏𝑖 )

1We consider correctness a binary problem as in the classic triple validation task [22],
given that an atomic fact is correct or incorrect.
2Typical number of strata for KGs range from 𝑘 = 2 to 𝑘 = 5 [25, 54].
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Algorithm 1 Partition Veracity Estimation
Input:

A partition 𝑃𝑖 ;
The significance level 𝛼 ;
Upper bound 𝜀𝑖 for MoE;
A budget 𝑏𝑖 for annotating 𝑃𝑖 .

Output: The partition veracity estimate (𝑣𝑖 , MoE𝑖 ).
1: 𝑣𝑖 ← 0,MoE𝑖 ← 1, 𝑆𝑖 ← ∅ ⊲ Initialization
2: whileMoE𝑖 > 𝜀𝑖 and |𝑆𝑖 | < 𝑏𝑖 do
3: 𝐵 ← S(𝑃𝑖 ) ⊲ Sample batch of facts from 𝑃𝑖 via S
4: �̄� ← 1(𝐵) ⊲ Annotate facts and store annotations in �̄�

5: 𝑆𝑖 ← 𝑆𝑖 ∪ �̄� ⊲ Append annotations �̄� to sample pool 𝑆𝑖
6: 𝑣𝑖 ← 𝜇𝑖 (𝑆𝑖 ) ⊲ Estimate 𝑃𝑖 veracity from 𝑆𝑖
7: MoE𝑖 ← MoE(𝜇𝑖 , 𝛼) ⊲ Compute MoE
8: end while
9: return (𝑣𝑖 , MoE𝑖 )

Solution. The problem can be addressed via an iterative proce-
dure divided into four steps. We report pseudocode in Algorithm 1.
At each iteration, a small batch of facts from the partition is sampled
by a specific sampling design S (line 3). Secondly, the sampled facts
are manually annotated and stored in the sample pool (lines 4-5).
Given the annotated pool, the estimator 𝜇𝑖 based on the considered
sampling strategy S is used to compute an unbiased estimation
of the partition veracity (line 6) and its associated MoE (line 7).
Then, a quality control phase checks whether the assessment result
satisfies the MoE(𝜇𝑖 , 𝛼) ≤ 𝜀𝑖 or the |S(𝑃𝑖 ) | = 𝑏𝑖 constraints (line 2).
If any of the two constraints is satisfied, the process is halted, and
the veracity estimate is reported (lines 8-9). Otherwise, the process
loops back to step two (line 3).

The considered procedure stops once the estimation result meets
the user-specified threshold 𝜀𝑖 or the budget 𝑏𝑖 allocated for the par-
tition is exhausted.When the first condition happens (MoE(𝜇𝑖 , 𝛼) ≤
𝜀𝑖 ), the approach prevents oversampling and unnecessary man-
ual annotations, consistently providing veracity estimations with
robust statistical guarantees. When the second condition occurs
(|S(𝑃𝑖 ) | = 𝑏𝑖 ), the approach ensures the best possible solution is
obtained given the available budget. In both cases, the procedure
operates efficiently, minimizing costs.

Sampling and Estimation. As sampling strategy S, we resort
to Simple Random Sampling (SRS). SRS draws a sample of 𝑛 triples
from 𝑃𝑖 without replacement. However, if the partition 𝑃𝑖 is large,
we can safely use sampling with replacement to approximate sam-
pling without replacement [13]. Based on the sample obtained with
SRS, we can estimate the partition veracity using the sample mean
𝜇𝑖 =

1
𝑛

∑𝑛
𝑗=1 1(𝑡 𝑗 ), which is an unbiased estimator [17] – that is,

𝐸 [𝜇𝑖 ] = 𝜇 (𝑃𝑖 ) – with estimation variance Var(𝜇𝑖 ) = 𝜇𝑖 (1−𝜇𝑖 )
𝑛 .

By adopting SRS, 𝜇𝑖 takes the form of the mean of 𝑛 i.i.d. random
variables with equal expectation 𝜇 (𝑃𝑖 ). If the sample size is suffi-
ciently large, then, by the Central Limit Theorem (CLT) [13], the
1 − 𝛼 CI of 𝜇 (𝑃𝑖 ) can be constructed as 𝜇𝑖 ± 𝑧𝛼/2

√︁
Var(𝜇𝑖 ), where

𝑧𝛼/2 is the normal critical value with right-tail probability 𝛼/2 and
𝑧𝛼/2

√︁
Var(𝜇𝑖 ) represents the MoE of the considered CI. The larger

the sample size 𝑛, the smaller the estimation variance Var(𝜇𝑖 ), and
the more confident we can be in 𝜇𝑖 . In other words, the CI shrinks
as 𝑛 increases, and the iterative procedure used to minimize the
optimization problem stops when 𝑧𝛼/2

√︁
Var(𝜇𝑖 ) ≤ 𝜀𝑖 or 𝑛 = 𝑏𝑖 .

We emphasize that the estimator and its corresponding variance
rely solely on the sample and its size, independent of the underlying
partition. Consequently, the iterative procedure is not contingent
on the partition size. As a result, the performance achieved on
relatively small partitions accurately reflects that on larger-scale
ones, making our approach efficient at scale.

5 EVALUATION
We introduce the entity card generation as case study, describe the
experimental setup, present the experiments targeting the research
questions, and report the achieved results.

Case Study. We focus on the task of dynamic entity summa-
rization [31] to investigate the impact of the proposed KG veracity
framework. In its full meaning, dynamic entity summarization en-
tails ranking entity facts based on their importance for the entity
and relevance to the query.

5.1 Setup
Collection. We considered the collection proposed by Hasibi et al.
[31] for dynamic entity summarization. The collection adopts DB-
pedia (version 2015-10) as the underlying KG, restricting entities to
those with title, abstract, and at least 5 “valid” predicates. Queries
are taken from the DBpedia-entity dataset [6], consisting of queries
from four categories: named entity, entity list, natural language,
and keyword. To build the collection, a single entity 𝑒𝑖 is selected
for each query 𝑞𝑖 , thus forming query-entity pairs (𝑞𝑖 , 𝑒𝑖 ) that con-
stitute the input for query-dependent entity summarization. The
task is outlined as follows: for a given input pair (𝑞𝑖 , 𝑒𝑖 ), the system
generates a ranking of predicate-object pairs (𝑝, 𝑜) where the entity
𝑒𝑖 acts as the subject. This ranking is determined by a combina-
tion of the relevance to the query and importance for the entity of
predicate-objects pairs.

The collection consists of 100 query-entity pairs and 4, 069 corre-
sponding facts, with an average of 41 facts per query-entity. Judg-
ments for fact ranking are based on a combination of importance
for the entity and relevance to the query, spread on a 5-point scale.

Utility Model. To compute utility scores, we automatically used
the Google search engine to retrieve the first SERP corresponding
to the target entity. The SERP was then used to extract information
on the total number of search results related to the entity.

Graph Partitioning. We set the partitioning strata to 𝑘 = 5.
Opting for five strata allows for sufficiently nuanced partitioning,
capturing different aspects without excessive granularity.

Partition Veracity Estimation. We set 𝛼 = 0.05, and 𝜀𝑖 = 0.05,
for all 𝑃𝑖 . This entails that we required a 95% confidence level for the
estimator, admitting CIs not larger than 10% (i.e., MoE ≤ 5%). Given
the small collection size, we initially assumed an unconstrained
annotation budget.

We conducted manual annotations, avoiding taking information
from Wikipedia and DBpedia. Due to the exploratory nature of
this work, a single expert annotator was engaged in the task of
annotating facts. To measure the cost of manually evaluating the
correctness of facts within partitions, we used the cost function:
cost(S(𝑃𝑖 )) = |𝐸S | ·𝑐1+ |𝑇S | ·𝑐2, where 𝐸S and𝑇S represent the set
of entities and triples in the sample S(𝑃𝑖 ), while 𝑐1 and 𝑐2 are the
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Table 1: Partition popularity and veracity estimates with corre-
sponding 95% CIs.

Rank Popularity score Veracity estimate

1 0.2535 69% ± 5%
2 0.0607 80% ± 5%
3 0.0135 73% ± 5%
4 0.0021 77% ± 5%
5 0.0002 70% ± 5%

corresponding average costs. We set 𝑐1 = 45 and 𝑐2 = 25 (seconds),
as estimated on real-life KGs by [25].

Summarization Methods. As summarizers, we adopted the
main methods considered in [31]: DynES [31] and RELIN [14].
DynES is a learning-to-rank approach that generates query-de-
pendent entity summaries, while RELIN uses PageRank to select
top-ℎ facts based on relatedness and informativeness. We consid-
ered cutoff valuesℎ ∈ {5, 10} to compare and evaluate fact rankings.

Reproducibility. We release data and code used in this work.3

5.2 Experiments
RQ1: Veracity Measurement. We leverage the KG veracity

framework to annotate partitions and produce veracity estimates.
Subsequently, we analyze the distribution of partitions across the
100 query entities, exploring the correlation between veracity and
popularity (i.e., utility). Additionally, using the partition veracity
estimates, we measure entity-level veracity, defined as the mean
of the veracity estimates of its triples, for which we also compute
the corresponding 1 − 𝛼 CI, with 𝛼 = 0.05. Computing entity ve-
racity allows us to investigate the relationship between veracity
and utility at a more fine-grained, task-oriented level. Furthermore,
this analysis can help decide whether to activate filtering and/or
correction mechanisms in response to low-quality situations and
how the correction budget should be allocated.

The veracity estimates obtained through the KG veracity frame-
work for the considered partitions are detailed in Table 1, ranked
from themost to least popular. Partition popularity is determined by
the mean popularity of its facts. Note that low popularity scores are
due to the effect of MinMax normalization, which rescales scores
between 0 and 1.

Examining Table 1, we observe an interesting phenomenon: ve-
racity and popularity (i.e., utility) appear nearly orthogonal. In other
words, there is no discernible trend connecting veracity and popu-
larity. This aligns with previous research by Dong et al. [20], who
found a similar lack of correlation between source trustworthiness
and popularity. Their study revealed that numerous popular web-
sites were unreliable, whereas less popular ones provided highly
accurate information. Interestingly, the most and least popular par-
titions exhibit the lowest veracity estimates in our case. Thus, an
investigation at the entity level is needed to gain deeper insights
into how veracity influences entity-oriented search tasks.

To this end, we consider how the entity facts (i.e., the (𝑝, 𝑜)
pairs) are distributed across the partitions, and Table 2 showcases
the distribution across the partitions of the facts related to each
query-entity pair in the collection. We can see that 84 entities

3https://github.com/KGAccuracyEval/kg-accuracy4entity-search

Table 2: Number of entities whose facts are distributed across one
or multiple partitions.

Number of entities w/ one partition 16
Number of entities w/ two partitions 32
Number of entities w/ three partitions 20
Number of entities w/ four partitions 22
Number of entities w/ five partitions 10

Number of entities (total) 100

Table 3: Partition statistics. The reported statistics are the partition
sizes, the size of the samples used to estimate the veracity of parti-
tions, the annotation costs in hours, and the veracity estimates with
95% CIs. For sample sizes, we also report the sample proportion w.r.t.
the partition size (in %).

Partition statistics

Popularity rank 1 2 3 4 5

Partition size 756 928 640 832 913
Sample size 325 (43%) 247 (27%) 303 (47%) 268 (32%) 318 (35%)
Annotation cost 2.83 2.17 2.73 2.40 2.78
Veracity estimate 69%±5% 80%±5% 73%±5% 77%±5% 70%±5%

comprise facts from various partitions, and only 16 entities have
all the facts within a single partition. This underscores the faceted
nature of entities, where their veracity is not atomic but rather
necessitates aggregation from the associated facts.

Building on this insight, Figure 2 presents entity-level veracity,
defined as the mean of the veracity estimates of the entity facts.
The trend observed at the partition level is reaffirmed at the entity
level, confirming the orthogonal relationship between veracity and
popularity. Indeed, both popular and unpopular entities exhibit a
range of high and low veracity scores. The six most popular entities
in the collection (left-end of the plot) have the lowest veracity
overall, as their facts originate from the most popular yet lowest-
quality partition.

Hence, analyzing veracity at the entity level can serve as a valu-
able quality monitoring system for entity-oriented downstream
tasks. Specifically, it can help make informed decisions on correc-
tive actions, such as adjusting the content for popular, low-quality
entities or filtering out unpopular, low-quality ones. It becomes
especially crucial when dealing with a limited correction budget
that requires careful and strategic allocation.

RQ2: Veracity at Scale. We examine the statistics about the
KG veracity estimation process. This analysis aims to empirically
validate the efficiency of the proposed iterative procedure, verifying
that the number of annotations required for each partition is small
with respect to the size of the partition.

The outcomes of the iterative procedure used to estimate parti-
tion veracity are reported in Table 3. We can see that the number of
annotations required for each partition varies depending on the es-
timated veracity. Specifically, the number ranges from a minimum
of 247 annotations for the most reliable partition (popularity rank
2) to a maximum of 325 annotations for the least reliable one (pop-
ularity rank 1). This reveals that the iterative procedure demands
more annotations to converge as the veracity deviates further from
perfection (100%), and the demand increases as it approaches 50%,

https://github.com/KGAccuracyEval/kg-accuracy4entity-search
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Figure 2: Entity-level veracity. Entities are ordered by decreasing popularity. Veracity is computed by averaging veracity estimates associated
with each fact of the target entity. We report mean veracity and its 95% CI for each entity. Popular and unpopular entities exhibit high and low
veracity scores, highlighting the orthogonal relationship between veracity and popularity.

representing the point with the highest variance. This behavior
confirms the theoretical properties of our approach, which depends
exclusively on the (estimated) veracity of the underlying partition,
irrespective of its size.

Consequently, this means that the obtained annotation costs rep-
resent those that can be obtained on large-scale KGs, thus affirming
the efficiency of our devised iterative procedure. In practical terms,
all annotation tasks associated with partitions were completed in
less than 3 hours, making our solution viable in real-case scenarios.
Still, it is important to underline that annotation times are sub-
ject to variations based on the level of expertise of the considered
annotators, as well as their number.

On a side note, it is worthmentioning that, given the same sample
size 𝑛, the estimation variance defined in Section 4 is symmetric for
𝜇𝑖 and 1 − 𝜇𝑖 . This implies that the iterative procedure requires the
same number of annotations to converge whether 𝜇𝑖 is, for instance,
equal to 0.8 or 0.2. In other words, the costs required to annotate
partitions are consistent for both high-quality partitions and their
low-quality counterparts.

RQ3: Veracity Impact. We conduct three sets of experiments
to assess the veracity influence on entity-oriented search systems.

Fact ranking. The first set of experiments aims to understand
how veracity impacts ranking and performance when integrated
into the scoring function of ranking methods. To this end, we in-
troduce a straightforward veracity-enhanced re-ranking strategy
named 𝑣Rank. This strategy involves applying MinMax normal-
ization to scores provided by entity summarization methods and
then adding the associated veracity estimate to the normalized
score, resulting in the veracity-enhanced fact score: 𝑣Score(𝑡) =
nScore(𝑡) + 𝑣 (𝑡). Here, nScore(𝑡) represents the normalized score
of the fact 𝑡 and 𝑣 (𝑡) its veracity estimate. We use the veracity-
enhanced fact score to re-rank facts, and we compare the perfor-
mance of the original methods against the veracity-enhanced re-
ranking on nDCG@5 and nDCG@10.

The relationship between the veracity of queries (entities) and
the ranking performance (nDCG@10) of both DynES and RELIN is
illustrated in Figure 3.

The plots reveal no correlation between veracity and relevance.
Queries (entities) yielding high and low nDCG@10 scores are evenly

Table 4: Performance of original (orig) and veracity-based, re-
ranked (𝑣Rank) runs on nDCG@5 and nDCG@10. There is no differ-
ence in performance between original and re-ranked runs.

nDCG@5 nDCG@10

DynES (orig) 0.76 0.79
DynES (𝑣Rank) 0.76 0.79

RELIN (orig) 0.46 0.52
RELIN (𝑣Rank) 0.46 0.53

distributed across the (estimated) veracity scale for both DynES, a
state-of-the-art system for query-dependent entity summarization,
and RELIN, a query-agnostic system that relies on the importance
of facts for summarization. This underscores the distinct and or-
thogonal nature of veracity and relevance dimensions.

Motivated by these findings, we explore the impact of veracity on
ranking performance when used to re-rank facts, as detailed in Ta-
ble 4, where we report performance on queries presenting multiple
partitions (84/100). Remarkably, the performance of original and re-
ranked runs is the same for nDCG@5 and nDCG@10. This suggests
that the 𝑣Rank strategy can boost the quality of the top-ranking
positions – by prioritizing facts with higher (estimated) veracity –
while maintaining the effectiveness (in terms of relevance) of the
original systems unchanged.

To further validate that 𝑣Rank prioritizes higher-quality facts, we
compute Kendall’s 𝜏 Union (KTU) [42] at cutoffs 5 and 10 between
original and re-ranked runs for both DynES and RELIN. Compared
to standard Kendall’s 𝜏 , KTU allows correlations to be computed
on rankings with partial overlap, making it suited for the entity
cards scenario. The obtained correlation values are 0.68 and 0.65
for DynES at cutoffs 5 and 10, respectively, and 0.68 and 0.55 for
RELIN. According to Voorhees [65], correlations lower than 0.8
reflect noticeable changes in rankings, thus confirming the impact
of the 𝑣Rank strategy on ranking.

Entity cards. The following set of experiments investigates the
impact veracity has on users’ perception of entity cards. To do so,
we compare the entity cards of size five obtained via DynES with
those obtained via its veracity-enhanced re-ranking (𝑣Rank). We
choose DynES as reference model since it has been shown to pro-
vide better query-dependent entity cards compared to RELIN [31].
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Figure 3: Relationship between query (entity) veracity and nDCG@10 for DynES (left) and RELIN (right). Queries with high and low nDCG@10
scores are equally distributed across the veracity scale for both DynES and RELIN, underscoring the orthogonal nature of veracity and relevance.

The objective of this evaluation is to understand whether users per-
ceive a disparity between entity cards generated solely for relevance
(DynES) versus those optimized for both relevance and veracity
(𝑣Rank). To ensure a meaningful comparison, we restrict the evalu-
ation to those cards whose rankings have a KTU correlation lower
than 0.8 – resulting in a subset of 31 entity cards. On these cards,
we perform a side-by-side evaluation where five expert annotators
are presented with DynES and 𝑣Rank summaries of the same entity
along with the corresponding query.4 Annotators are instructed to
select the preferred summary in relation to the query or indicate a
tie if both summaries are equally good. Providing users with a tie
option avoids random judgments and facilitates the understanding
of user preferences. To avoid bias, the summaries from the two
systems are placed on the left or right side randomly. Results are
obtained by aggregating user preferences via majority voting.

The results of the cards comparison, quantifying user agreements
on win, loss, and tie options, are reported as follows. 𝑣Rank sum-
maries are deemed superior to DynES for nine entity cards (29%),
inferior for seven (23%), and equally good for 15 (48%). Thus, in
77% of cases, the 𝑣Rank strategy either proves better than DynES or
maintains user perception without detriment. This finding further
remarks the potential of veracity to enhance user experience by
delivering higher-quality content without compromising relevance.

Filtering and correction. The last set of experiments explores
the impact of veracity on generating entity cards and influencing
ranking performance when quality filtering and correction mecha-
nisms are activated. We consider two sizes for entity cards: 5 and
10. This implies that the corresponding card is not generated if an
entity lacks a minimum of 5 or 10 facts. After filtering out facts
below a given threshold, we assess the number of cards produced.
Additionally, we evaluate post-filtering ranking performance for
nDCG@5 and nDCG@10. Following the filtering stage, we apply
correctionmechanisms and analyze the effects of correcting facts on
the number of generated entity cards and the ranking performance.

4Compared to the extensive veracity annotation process of DBpedia facts, assessing a
limited number of entity cards for preference is a more streamlined and cost-effective
procedure, enabling us to engage multiple annotators.

Table 5: Amount (%) of partition(s) covered by error correction when
filtering is applied.

Partition popularity ranks (and veracity estimates)

Filtering Budget 1 (69%) 2 (80%) 3 (73%) 4 (77%) 5 (70%)

𝜇𝑖 < 70%
1% 41(5%) 0 0 0 0
5% 203(27%) 0 0 0 0
10% 407(54%) 0 0 0 0

𝜇𝑖 < 75%
1% 30(4%) 0 8(1%) 0 3(0.3%)
5% 149(20%) 0 37(6%) 0 17(2%)
10% 299(40%) 0 75(12%) 0 33(4%)

𝜇𝑖 < 80%
1% 29(4%) 0 7(1%) 3(0.4%) 2(0.2%)
5% 142(19%) 0 36(6%) 16(2%) 9(1%)
10% 286(38%) 0 71(11%) 32(4%) 18(2%)

As with veracity estimation, annotation remains the go-to so-
lution also for error correction [69]. Indeed, automated methods
can give rise to new errors and thereby are often avoided in ac-
tual business scenarios [21]. Again, a limited budget is typically
allocated for error correction, leaving us with the problem of decid-
ing how to distribute the budget across partitions. To address this,
we consider a simple, popularity-based allocation strategy, which
distributes the budget across the filtered-out partitions based on
the inverse of the squared rank of the partition ranking, induced
by the mean popularity of their facts. Since error correction is not
the primary focus of this work, we employ a synthetic error cor-
rection approach. This entails randomly sampling facts from the
filtered-out partitions and marking them as correct. In this way,
previously filtered facts re-enter the rankings and contribute to the
generation of entity cards. We consider correction budgets of 1%,
5%, and 10% of the collection. We repeat the process 1, 000 times to
ensure robust results, reporting mean and standard deviation.

In Table 5, we present the number of correction operations feasi-
ble for each partition based on the allocated budget and filtering
threshold using the popularity-based allocation strategy. For filter-
ing, we set three quality levels that simulate the minimum standards
a search company or KG provider might have for presenting entity
cards to users: 70%, 75%, or 80%.
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Table 6: Number of entity cards with sizes 5 and 10 generated once we remove partitions not meeting the specified quality standards and
after performing error correction. Relative improvement (%) over the no-correction scenario is reported next to the results. We also report the
number of entity cards generated without filtering (default).

N. of cards (size=5) N. of cards (size=10)

𝜇𝑖 < 70% 𝜇𝑖 < 75% 𝜇𝑖 < 80% 𝜇𝑖 < 70% 𝜇𝑖 < 75% 𝜇𝑖 < 80%

No correction 93 51 15 75 25 8
1% correction 95.0 ± 0.2(2%) 54.1 ± 0.9(6%) 18.8 ± 1.1(25%) 76.9 ± 0.7(3%) 26.6 ± 0.8(6%) 9.2 ± 0.7(15%)
5% correction 97.9 ± 0.8(5%) 59.8 ± 1.7(17%) 26.7 ± 1.9(78%) 78.9 ± 1.1(5%) 30.9 ± 1.2(24%) 11.7 ± 0.7(46%)
10% correction 99.5 ± 0.5(7%) 66.8 ± 1.9(31%) 37.5 ± 2.3(150%) 82.9 ± 0.9(11%) 36.7 ± 1.6(47%) 15.5 ± 1.4(94%)

No filtering 100 86

Table 7: Ranking performance for entity cards of size 5 (nDCG@5) and 10 (nDCG@10) generated once we remove partitions not meeting the
specified quality standards and after performing error correction. For performance, we omit standard deviation being always < 0.01. Relative
improvement (%) over no-correction is reported next to results. For reference, we also report performance obtained without filtering (default).

nDCG@5 nDCG@10

𝜇𝑖 < 70% 𝜇𝑖 < 75% 𝜇𝑖 < 80% 𝜇𝑖 < 70% 𝜇𝑖 < 75% 𝜇𝑖 < 80%

No correction DynES 0.69 0.46 0.26 0.71 0.41 0.22
RELIN 0.43 0.36 0.24 0.49 0.34 0.20

1% correction DynES 0.70(1%) 0.47(2%) 0.28(8%) 0.72(1%) 0.43(5%) 0.23(5%)
RELIN 0.44(2%) 0.38(6%) 0.25(4%) 0.50(2%) 0.35(3%) 0.21(5%)

5% correction DynES 0.73(6%) 0.52(13%) 0.35(35%) 0.75(6%) 0.47(15%) 0.29(32%)
RELIN 0.46(7%) 0.41(14%) 0.30(25%) 0.51(4%) 0.38(12%) 0.26(30%)

10% correction DynES 0.74(7%) 0.56(22%) 0.41(58%) 0.77(8%) 0.51(24%) 0.34(55%)
RELIN 0.46(7%) 0.43(19%) 0.35(46%) 0.52(6%) 0.41(21%) 0.30(50%)

No filtering DynES 0.76 0.79
RELIN 0.46 0.52

Then, Table 6 outlines the count of generated entity cards after
filtering out partitions with estimated veracity below 70% (parti-
tion 1), 75% (partitions 1, 3, 5), and 80% (partitions 1, 3, 4, 5). It also
reports results after error correction based on the given budget and
the proposed allocation strategy.

On the one hand, the impact of filtering is evident, leading to a
substantial reduction in the number of generated entity cards as
the number of filtered partitions increases. On the other hand, the
correction mechanism confirms its restorative effect, recovering an
increasing number of entity cards with a higher budget. Naturally,
the effect is more pronounced on scenarios requiring high-quality
levels, potentially doubling the number of generated entity cards
when the threshold is set at 80%. Nevertheless, even with a more
lenient quality threshold (i.e., 70%), the correction mechanism still
manages to impact performance, almost restoring the number of
entity cards of size five generated without employing any filtering.

The ranking performance results, presented in Table 7, mir-
ror those observed in entity card generation. Correction mech-
anisms exhibit the most significant improvements when stringent
quality levels are enforced. Yet, when the threshold is set at 70%,
both DynES and RELIN almost entirely recover performance levels
achieved without filtering for budgets of 5% and 10%.

Thus, veracity significantly impacts entity cards when used as
a filter for low-quality data. In this regard, employing budget-
constrained error correction mechanisms alongside appropriate
allocation strategies can effectively mitigate this impact.

6 CONCLUSIONS AND FUTUREWORK
In this paper, we investigated the impact of KG veracity on entity-
oriented search. We reviewed existing literature on entity search
and data quality, emphasizing a noticeable lack of interaction be-
tween these domains. To fill this gap, we introduced an efficient
KG veracity framework, which we used to conduct an exploratory
investigation into the impact of veracity on entity cards. The exper-
imental results underscored the efficiency of the proposed frame-
work, highlighting the significant role that veracity plays – serving
not only as a monitoring system for entity card generation, but also
as an additional dimension in ranking functions. Hence, veracity
should be considered a first-class citizen alongside relevance.

Since the efficient, budget-constrained, utility-oriented frame-
work seamlessly lends itself to estimating the veracity of the en-
tire DBpedia (or any other KG), the proposed framework can be
naturally extended to entity search on DBpedia [3, 32]. Further-
more, the promising results obtained by using Large Language
Models (LLMs) to generate relevance judgments [23, 39, 44] open
up new opportunities to combine crowdsourcing and LLMs for KG
veracity assessment. Undoubtedly, more research on data veracity
for entity-oriented search is warranted in the future, and this paper
serves as a foundational starting point for such endeavors.
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