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Abstract
In Information Retrieval (IR), ground truth creation is a crucial
yet resource-intensive task that relies on human experts to build
test collections – essential for training and evaluating retrieval
models. Large-scale evaluation campaigns, such as TREC and CLEF,
demand significant human effort to produce reliable, high-quality
annotations. To ease this process, tailored annotation tools are
pivotal to supporting assessors and streamlining their workload.

To this end, we introduce Doctron, a web-based, dockerized
annotation tool designed to streamline ground truth creation for IR
tasks. Doctron enables the annotation of both textual documents
and images. It supports annotating textual passages, identifying
relationships, tagging and linking entities, evaluating document
relevance to a topic with graded labels, and performing object
detection. It offers a collaborative environment where teams can
work with defined user roles and permissions. The integration
of Inter Annotator Agreement (IAA) measures helps to identify
inconsistencies between annotators, thereby ensuring the reliability
and high quality of the annotated ground truth data.

CCS Concepts
• Information systems → Information systems applications;
Information retrieval.
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1 Introduction
Ground truth creation of large corpora is crucial for Information
Retrieval (IR), providing an essential basis for training, evaluating,
and improving search systems. To this end, manual annotation,
involving human assessors labeling documents, is still the de facto
standard, contributing to the robustness and reliability of test col-
lections central to the IR progress. The creation of a ground truth
is a complex workflow, typically involving multiple stakeholders,
such as domain experts, data annotators, and project coordinators,
each contributing to different process phases. These phases include
establishing annotation guidelines, selecting the appropriate anno-
tation tool, preprocessing the dataset to make it compliant with
the tool, performing the actual labeling, ensuring consistency by
resolving discrepancies, evaluating annotation quality, and revising
the annotations if needed. Undeniably, creating a ground truth is a
time-consuming and resource-intensive task, often representing a
bottleneck in the overall project workflow [21, 25]. In this context,
choosing the appropriate annotation tool can lead to significant
time savings, streamlining numerous tasks and reducing the effort
required from assessors. Several factors influence this choice, in-
cluding the objectives and complexity of the task, the supported
input and output formats, the tool ease of use and installation, and
the availability of collaborative features that allow multiple users
to work together in real-time, enhancing the annotation process.

In recent years, various reviews evaluated the effectiveness of
annotation tools, compared their features, and helped researchers
choosing the most suitable option for their specific tasks [4, 21, 22].
Some annotation tools are tailored to specific domains, address-
ing the unique requirements of particular research areas. Notably,
many of these tools are specifically designed for the biomedical
domain [2, 8, 10, 11, 26], usually supporting tasks like document clas-
sification, Named Entity Recognition (NER), Named Entity Recogni-
tion and Linking (NER+L), and relation annotation, while integrat-
ing domain-specific ontologies. General-purpose tools [6, 9, 12, 20,
23, 24, 28, 31, 32], on the other hand, are highly customizable to suit
different research domains, offering a wide range of features suit-
able for various annotation tasks. In addition to textual data, they
often support images, videos, and audio, making them adaptable to
multimodal tasks.

However, most of the available tools are designed for general
annotation tasks rather than specifically for IR. As a result, they
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often lack features to assess the relevance of documents to specific
topics or to annotate passages relevant to those topics.

Contributions. To overcome this limitation, in this paper we
introduce Doctron, a web-based dockerized annotation tool that
allows annotators to collaboratively annotate collections of doc-
uments. Doctron represents an advancement in annotation tools,
particularly in its focus on IR. It is explicitly designed to streamline
ground truth creation for IR, allowing users to annotate documents
based on their relevance to topics and utilize graded labels. Addition-
ally, Doctron introduces a robust collaborative environment through
role-based permissions, facilitating efficient teamwork among an-
notators, reviewers, and administrators. This framework enhances
collaboration compared to other existing tools, which often lack
such advanced functionalities.

In terms of features, Doctron goes beyond standard capabili-
ties offered by other tools, which may only support multilabel
annotation or basic NER. It extends its offerings to include passage
annotation, object detection, and the ability to handle both textual and
image data, effectively addressing diverse needs in IR annotations.

Doctron also incorporates Inter Annotator Agreement (IAA) met-
rics, allowing teams to actively evaluate the consistency of anno-
tations across different users. This integration offers a measure of
reliability that many existing tools fail to effectively track. More-
over, Doctron integrates ir_dataset [18], allowing users to upload
and (re-)annotate test collections typically adopted by the IR com-
munity. The user-friendly customization of Doctron sets it apart;
with its intuitive interface, it allows users – even those lacking exper-
tise in annotation – to easily customize templates and workflows.
This is in contrast to other tools that often require extensive setup
and configuration. Finally, Doctron is completely free and open-
source, providing extensive functionalities without hidden costs.
This approach differs frommany other platforms that operate under
freemium models.

Doctron can be accessed online at https://doctron.dei.unipd.it/
as a cloud-based service.1 Users also have the option to download a
Dockerized version of the tool from GitHub2, which can be installed
and operated on a local server for various project purposes.

Outline. The rest of this paper is organized as follows. Section
2 provides an overview of the available annotation tools; Section 3
describes Doctron, focusing on its user interface, architecture, and
functionalities; Section 4 presents the qualitative and quantitative
evaluation, comparing Doctron with other annotation tools. Finally,
Section 5 draws some final remarks and outlines future work.

2 Related work
The annotation tools developed over the years can be roughly
classified into domain-specific and general-purpose.

Domain-specific tools. Domain-specific tools are tailored to
fulfill the domain’s requirements, implementing ad hoc function-
alities. Most of the currently available tools are designed for the
biomedical domain. They include MyMiner [26], which is an of-
fline annotation tool that supports multilabel annotation, NER and

1Access is currently granted only to reviewers with login: demo and password: demo.
2https://github.com/meta-doc-dev/DocTron

NER+L. TeamTat [11], the last version of EzTag [16] and BioQRa-
tor [15], which is a text annotation tool developed for performing
NER+L and relation extraction. A powerful tool is TagTog [2] that
supports various document annotation templates and offers more
robust automatic annotation, IAA metrics, and collaboration. Med-
TAG [8] is a dockerized collaborative annotation tool that supports
multilabel annotation, and NER+L. The most recent tool is Meta-
Tron [10] supporting multilabel annotation, NER, NER+L, and the
annotation of relationships. It provides various statistics through
various IAA measures and includes user roles and annotation re-
view functionalities. All these tools do not provide the capability to
annotate documents about a specific topic or assess a document’s
relevance to that topic. Furthermore, these tools typically lack the
flexibility to include annotation dimensions that extend beyond
mentions annotation, NER(+L), and relation extraction.

General-purpose. General-purpose annotation tools address
various tasks across various data types, including text, images, au-
dio, and video. For instance, Doccano [20] is a free, dockerized
collaborative tool that facilitates multilabel annotation, NER, and
object detection. However, it lacks native support for multigraded
relevance annotation. Although workarounds can be implemented
to include this feature, they may compromise usability and increase
the number of clicks required to annotate a topic-document pair.
Tools like brat [28] and PrettyTags [6] enable semantic annota-
tions through NER and relationship annotation but do not provide
customizable options for dimensions beyond these functions. Sim-
ilarly, Yedda [32] is focused solely on annotating textual spans
and lacks broader annotation dimensions. LightTag [24], while tai-
lored for collaborative text annotation, specializes in NER and label
management without an online version as of February 2025. INCEp-
TION [12], the advanced version of WebAnno [33], tackles complex
workflows but is more complicated and does not directly support
relevance annotation. GATE Teamware [1] and its updated version,
GATE Teamware 2 [31], focus exclusively on document classifica-
tion and lack support for annotating textual spans. POTATO [23]
also covers various tasks like sentiment analysis, but does not en-
hance annotation dimensions relevant to IR. Commercial platforms
such as SuperAnnotate3, Ubiai4, and Prodigy5 integrate active learn-
ing and collaboration features but mostly come with associated
costs. BasicAI6 and PDFAnno [27] primarily focus on image/video
annotation and PDF comments and do not offer free usage. In con-
trast, Doctron provides a comprehensive framework for annotating
documents based on their relevance to specific topics. It incor-
porates customizable annotation dimensions that extend beyond
standard functions like NER and relation extraction, positioning
it as a vital solution for IR tasks. However, general-purpose tools
are not readily adaptable to handle tasks related to IR involving the
typical topic-document relevance assessment. Although they sup-
port document annotation, they require significant configuration
to incorporate topic-document relevance or passage identification,
making them not straightforward choices for IR-specific tasks. Only
two tools in the literature implement features explicitly designed

3https://www.superannotate.com/
4https://ubiai.tools/
5https://prodi.gy/
6https://www.basic.ai/
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for use in IR annotation tasks. DocTAG [9] is a dockerized annota-
tion tool explicitly designed for IR and is one of the few tools that
enables the relevance assessment of a set of documents about a set
of topics selected and uploaded by the annotator. It allows users
to annotate documents collaboratively and supports multilabel an-
notation, passage annotation, and entity linking. However, it does
not implement annotation curation and is not role-based. Label-
Studio [29] is a collaborative manual annotation tool not designed
explicitly for IR. However, like DocTAG, it allows configuring a
set of topics used in document retrieval and relevance assessment
for a specific query. For this reason, we categorize it as IR-specific.
LabelStudio supports annotating textual documents, images, videos,
and audio and promotes automatic data labeling. However, features
such as collaboration, user roles, automatic labeling, and annotation
reviews require a payment subscription.

3 Doctron
Doctron is based on three main concepts: document, topic, and an-
notation template. A document is the default annotable unit, which
can be a piece of text or an image. A topic is a structured description
of an information need. Topics can be textual information charac-
terized by topic number, title, description, narrative, or images. The
annotation template identifies how a topic-document pair is anno-
tated and describes the specific annotation type and the criteria
for assessing relevancy. In the annotation for passage retrieval, for
example, the passage is typically labeled according to its relevance
to the topic.

Doctron is cloud-based and distributed as a Docker container for
easy deployment. It is platform-independent and can be installed
in any hosting environment. It ensures privacy and security, giving
research groups or organizations full control over data access and
sharing.

Doctron was built by revising, updating, and extending Meta-
Tron [10], which targets solely the biomedical domain. We built
on MetaTron’s layout, functionalities, and data schema. On top of
this code base, we introduced topic-document pair annotation, new
templates like graded relevance, passages annotation, image sup-
port, and object detection. Additionally, we completely redesigned
the collection creation process, dashboard, and IAA modules.

Annotation workflow. In Doctron, there are three types of
users: annotator, reviewer, and administrator. The annotator adds
annotations to documents, providing their insights and information
based on the predefined annotation templates. The reviewer(s) have
the highest level of expertise; they have full access to the annota-
tors’ work and can update the entire set of annotations to ensure
quality and consistency. The administrator(s)manage the collection,
oversees user roles, defines the set of annotation guidelines, and
configures annotation templates and settings. They have access to
all the annotations and the work of the reviewers. They can mod-
ify and update the annotations of all the annotators – reviewers
included – and keep track of the annotation status and progress.

In Figure 1, we illustrate the statistical and annotation workflows
of Doctron, describing the process through which the annotations
are refined and finalized. The annotation workflow (blue lines in
Figure 1) begins with the annotators analyzing and annotating a
designated set of topic-document pairs. Their initial annotations

Reviewed annotations

Doc 1 topic_1 1
Doc 2 topic_1 2
Doc 3 topic_1 1
Doc 4 topic_3 2
Doc 5 topic_3 1

score

Doctron

Annotators

Doctron

Annotations

Reviewer

Final annotations

Admin

Collection's statistics

Doc 1 topic_1 1
Doc 2 topic_1 2
Doc 3 topic_1 0
Doc 4 topic_3 0
Doc 5 topic_3 1

DocID TopicID score DocID TopicID

Doc 1 topic_1 1
Doc 2 topic_1 1
Doc 3 topic_1 2
Doc 4 topic_3 2
Doc 5 topic_3 1

DocID TopicID score

Doctron
Stats WF
Annotation WF

Figure 1: Doctron workflows are as follows: the statistics
workflow, shown in orange, is dedicated to computing rel-
evant statistics for the collection, while the workflow for
generating the final set of annotations is represented in blue.

might undergo a review process, during which one or more re-
viewers examine the work, making necessary updates to produce
a refined version. In the final stage, administrators can take the
entire set of annotations, fix and review them, and generate the
final annotation set. The statistics workflow (orange lines in Figure
1) considers the annotations made by the annotators and those of
the reviewers. These are used to generate the collections’ statistics,
enhancing the overall analysis and evaluation of the annotation
process. Using both the initial annotations provided by the anno-
tators and those of the reviewers, the statistical workflow ensures
the identification of patterns, inconsistencies, and potential areas
for improvement. It allows the identification of which documents
need to be reviewed.

Architecture. The architecture of Doctron follows a three-tier
design. It includes: (i) the data layer implementedwith a PostgreSQL
database storing documents, topics and annotations, guaranteeing
the persistence and integrity of annotated data; (ii) the business
logic implemented with Django, 7 a Python web framework that
is responsible for handling core application functionalities such as
processing requests from the front-end and interacting with the
PostgreSQL database to store and retrieve documents, topics, and
annotated data; (iii) the presentation layer developed using React.js,
8 which offers an intuitive and interactive platform for annotators
to perform annotation tasks.

User interface. Doctron’s user interface has been designed to be
intuitive and to facilitate and speed up annotators’ work. On login,
the user is asked to provide an annotation template. The system
7https://www.djangoproject.com/
8https://react.dev/
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Figure 2: Doctron user interface with passages annotation template.

loads the available collections created for the required template and
loads the latest opened document and topic. The main interface is
illustrated in Figure 2; we report the passage retrieval annotation
template in this case.

The main header 1 allows the user to navigate to the Home,
Collections, and Statistics pages. The Home page redirects the user
to the annotation interface. On the Collections page, annotators
can access all the collections shared with them. The Statistics page
provides the annotators access to their statistics and IAA metrics.

The document header 2 displays (from left to right) the col-
lection’s annotation template, the collection’s name, the topic’s
identifiers, and the document’s identifier. By clicking on the topic
and document identifiers, it is possible to add some notes about
the topic and document that, in turn, can be considered by the
collection administrators. Two arrows allow the user to navigate
to the next and previous documents in the collection. Finally, the
annotator can delete all the document’s annotations.

The left sidebar 3 is designed to offer a range of functionalities
that can be easily accessed directly from the main annotation inter-
face, reducing the need for multiple actions. These functionalities
include (from top to bottom): (i) role switching (e.g., changing from
annotator to reviewer or admin), (ii) access to documents lists with
the option to switch between them, (iii) access to topics list, (iv)
access to the collections list for the selected annotation template,
(v) accessing the list of members who have annotated the current
topic-document pair (if any), with the option to view their set of an-
notations, (vi) access to the user’s document statistics, (vii) system
settings (e.g., modifying entity and tag colors, line height, and font
size), (viii) annotations download, allowing the user to choose the
format and decide whether to download annotations for the current

document or the entire collection, (ix) hide or show textual parts,
(x) a demo with tutorial videos, and (xi) access to instructions.

The left panel 4 provides an overview of the user’s annotations
for the current topic-document pair. It enables the user to interact
with the annotations by adding, updating, or removing them and
including comments that explain or justify each annotation, which
the administrators and reviewers can view.

The main area of the user interface is focused on the topic-
document pair being annotated. Information about the topic (such
as ID, title, narrative, and description for text-based topics, or ID
and image for image-based topics) is displayed in the gray panel
5 , while the document to be annotated (whether text or image) is
shown below the topic in 6 .

Annotation templates. In Doctron, an annotation template pro-
vides structured guidelines for annotators to assess and label docu-
ments based on specific topics. Each template outlines the types of
annotation that can be applied to a document. Doctron offers seven
templates described below.
Graded labeling. This annotation template consists of labels (e.g.,
relevance) associated with a range of values (e.g., integers from 0
to 3). Annotators must assign a value to each label, indicating that
the label’s value is for the document concerning the specific topic.
This template can be used for text-based and image-based topics
and documents, as the graded labeling is applied at the document
level and is not limited to specific sections of a text or portions of
an image. The label “relevancy” and its corresponding ranges (0,1,2)
are displayed in panel 4 in Figure 2, allowing the annotators to
update or remove the assigned grade directly from the interface
while viewing the document. An example of test collection that
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Figure 3: Doctron object annotation interface. The cat is the
identified object, while the graded label is assigned on the
panel on the left.

can be annotated with this template is the TREC Robust Track
[30], where each document is assessed with graded relevance for a
given topic. We used TREC Robust 2004 as a reference collection
for designing this template.
Passage annotation. Passages are brief sections—comprising one
or more sentences—within a textual document. Doctron allows
users to identify these passages and annotate them accordingly.
Users can select a passage by dragging from the first to the last
character and then associate a graded label that indicates the sig-
nificance of that passage concerning a topic. Additionally, Doctron
supports loading pre-annotated passages, simplifying graded label
assignments. An example of passage annotation is illustrated in
Figure 2. The annotation template for passages was designed with
MS MARCO9 in mind, which is used in the TREC Deep Learning
(DL) Track [5], where the goal is to classify passages based on their
relevance to a query.
Object annotation. Object annotation involves identifying a spe-
cific area within an image (object detection). This process requires
selecting the object’s perimeter by clicking on and assigning one or
more graded labels to the selected region. Similarly to the passage
annotation template, Doctron also allows for the loading of object
coordinates within documents, enabling annotators to focus on
assigning graded labels to the objects. Figure 3 illustrates the object
detection and annotation process. The detected object is the cat,
annotated as highly relevant (relevance: 2).
Entity tagging (NER). Entity tagging is the process of identifying
mentions – specific words or phrases in a text that refer to partic-
ular entities – and labeling them with predefined tags, which are
the categories to associate with the mentions. This process is also
known as NER. In Doctron, a mention is first identified by selecting
one or more words, and then the tags are assigned. A mention can
be associated with one or more tags. Additionally, Doctron allows
users to define new tags on the fly without the need to load the
entire set of tags in advance.

9https://microsoft.github.io/msmarco/TREC-Deep-Learning

Entity linking (NER+L). Entity linking associates the mentions
identified in the textual document with their corresponding en-
tries in a knowledge base, ontology, or concept schema, such as
Wikipedia, Wikidata, or a custom database. Once an entity men-
tion is extracted from the text, entity linking resolves ambiguity
by associating the mention with a unique and specific entry in
the knowledge base. Doctron also enables the specification of new
entities on the fly, without loading the entire ontology in advance,
in the same way as the previous template.
Relationship annotation. A relationship comprises three main
components: a subject, a predicate, and an object, with the ties
always starting from the subject and ending at the object. Each
relationship component can be represented by an ontological con-
cept, a tag, or a textual mention (either with or without associated
concepts and tags).
Fact annotation. Facts are triples consisting of a subject, a pred-
icate, and an object. All components are ontological concepts or
tags, and none are textual mentions in the document. Like graded
labeling, fact annotation is at the document level and independent
of specific portions of the document.

Collection management and customization. In Doctron, a
collection comprises a set of annotators (at least one), a set of
documents (either textual or images), a set of topics (either textual
or images), and is associated with an annotation template. Each
annotator/reveiwer in Doctron can annotate multiple collections
of documents.
Input format. In Doctron, topics and documents are schema-free,
meaning they do not require a predefined structure or a fixed set
of information. A wide range of input formats are allowed, with
textual topics uploaded in JSON and image-based topics in PNG
or JPG. Doctron also allows for subtopics, enabling hierarchical
organization for detailed annotations. Documents can be uploaded
in JSON, CSV, TXT, or PDF formats, thanks to GROBID [17] inte-
gration, which extracts structured data from PDFs. Additionally,
Doctron supports importing pre-annotated data, allowing users
to refine or build on existing annotations instead of starting from
scratch.
Output format. Document annotations can be downloaded in
TREC-like (i.e., qrels format) and custom formats. The TREC-like
format structures annotations according to TREC guidelines, mak-
ing it suitable for benchmarking and comparing retrieval system
performance. This format typically includes document identifiers,
annotation offsets, and relevance scores. In contrast, custom for-
mats are tailored to each annotation template and are available in
CSV and JSON.
API integration. The integration with ir_datasets10 [18] al-
lows users to upload collections by simply specifying their URL.
Users can load documents directly from ir_datasets, which will
be uploaded offline, independent of user interaction. Additionally,
users can choose to upload their topics or use those provided by
ir_datasets for the selected collection, offering full customization
and allowing users to adapt the platform to their specific needs.
Doctron also integrates with the PubMed REST API, enabling users
to import abstracts from PubMed by specifying their PubMed IDs.
The system automatically retrieves these abstracts and adds them
10https://ir-datasets.com/
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to the collection, including metadata such as title, authors, year,
and venue. This facilitates the creation of medical IR collections,
like TREC CDS 14-1611.
Annotation template customization. Doctron offers complete
customization of annotation templates. Users can define the set of
tags for entity tagging, the concepts to perform entity linking, pro-
viding the URLs pointing to concepts in the desired knowledge base,
the predicates for relationship annotation, and the labels (along
with their value ranges) for graded labeling, passages, and object
annotation. New tags, concepts, predicates, and labels can be added
anytime.
Annotation rounds. Collections can have multiple rounds of an-
notations, meaning users can revise or refine their annotations
over time. Each round allows for updates or corrections based on
reviewers’, admins’, or other annotators’ feedback.
Collection modality. Collections can be configured in two modal-
ities – i.e., collaborative and competitive – each determining what
annotators can see and annotate. In collaborative mode, annota-
tors can annotate all documents and view each other’s annotations.
Conversely, in competitive mode, annotators have no access to each
other’s annotations. This guarantees unbiased results by preventing
external influence during the annotation process and ensures that
evaluations are solely based on individual contributions.

Collaborative and competitive features. Depending on the
modality assigned to the collection, Doctron provides somemodality-
based features designed to to enhance teamwork and streamline
annotation. In both modalities, documents and topics can be par-
titioned among annotators to efficiently distribute workload, al-
lowing simultaneous work on different parts of the collection and
minimizing redundancy. In competitive modality, Doctron enables
the creation of a honeypot – a set of documents selected by the col-
lection administrator and assigned to all annotators. This common
basis enables comparison of annotations, helping assess quality and
ensure consistency. In crowdsourcing, the honeypot provides a stan-
dardized reference point, improving the reliability of the dataset
and helping identify discrepancies in annotations.

When the collaborative mode is enabled, annotators can view
each other’s annotations and copy them into their workspaces. Ad-
ditionally, Doctron includes an automatically generated ground
truth based on majority voting. This feature creates a set of annota-
tions for each document by selecting the ones made by more than
half of the annotators. Annotators can copy this ground truth into
their own workspaces as needed. This ground truth can serve as a
starting point for annotators working on the collection or be used
to identify ambiguous annotations.

Collection statistics and IAA features. From the Statistics
tab in the main header 1 in Figure 2, annotators can access the
statistics related to the collections shared with them.
Individual statistics. Individual statistics offer an overview of the
annotator’s work, including details such as the number of annotated
and unannotated documents for each topic and other information
related to the document template. For each document annotated
concerning a topic, the statistics provide some information that
depends on the annotation template of the collection, such as the

11http://www.trec-cds.org

assigned labels and their corresponding grade (for graded labeling),
the number of identified passages and their assigned graded labels
(for passage annotation), the number of objects and their graded
assigned labels (for object annotation), the number of tagged or
linked mentions (for NER and NER+L), and the number of relations
and facts (for relationship and fact annotation). Administrators can
access the individual statistics of each annotator of the collection
–reviewers included, to monitor their progress and reassign tasks if
necessary.
Global statistics. Global statistics apply to all annotators within
the collection, providing the same type of information as individual
statistics but aggregated across all contributors. Additionally, for
each annotated document, they give the number of annotators
involved and their usernames.
Inter Annotator Agreement (IAA). IAA measures the level of
agreement between annotators of a collection, offering insights into
the annotations reliability. It helps detect inconsistencies among an-
notators and identifies documents or topics that may need further
review by administrators or reviewers. In Doctron, IAA metrics
are available only to the administrators and the collection review-
ers. Doctron implements three IAA metrics to assess agreement:
Cohen’s Kappa, Fleiss’s Kappa, and Krippendorff’s Alpha.

Coehn’s Kappa [3] is a statistical measure of inter-annotator
agreement between two annotators. It is defined as: 𝜅 =

𝑃𝑜−𝑃𝑒
1−𝑃𝑒 ,

where 𝑃𝑜 represents the observed agreement among the annota-
tors, calculated as the proportion of instances where the annotators
assign the same annotation, and 𝑃𝑒 the probability that two anno-
tators independently make the same annotation.

Fleiss’s Kappa [7] is a statistical measure used to assess the agree-
ment between multiple annotators annotating a set of documents.
It generalizes Cohen’s Kappa to more than two annotators. It is
defined as 𝜅𝐹 =

𝑃−𝑃𝑒
1−𝑃𝑒

, where 𝑃 is the average observed agreement,
and 𝑃𝑒 represents the expected agreement by chance across multi-
ple annotators. It reflects the likelihood that the annotators would
agree by chance.

Krippendorff’s Alpha [13] measure offers greater flexibility than
Fleiss’s Kappa, as it can handle missing data. This makes it particu-
larly useful when one or more annotators have not annotated all the
documents assigned to them. It is computed as 𝛼 = 1 − 𝐷0

𝐷𝑒
, where

𝐷0 and 𝐷𝑒 represent the observed and the expected disagreements,
respectively. The values of Coehn’s Kappa, and Fleiss’ Kappa range
from −1 (complete disagreement) to 1 (perfect agreement) [19],
while Krippendorff’s Alpha range from 0 to 1 [14].

In Figure 4, we present the statistics dashboard of Doctron. It is
possible to select a collection from the panel on the left ( 1 ). The
annotator can choose which statistics to visualize in the header 2 :
Individual, Global statistics, or IAA metrics –In Figure 4, we report
IAAmetrics. In 3 three cards provide an overview of the annotated
documents. The table in 4 reports the values for Fleiss’ Kappa and
Krippendorff’s alpha measures for each document annotated for
the selected topic (topic 7). In 5 , the Cohen’s Kappa agreement for
a topic-document pair is illustrated. Cohen’s Kappa is represented
as a symmetric matrix, where annotators are listed along both the
rows and columns, and each cell indicates the level of agreement
between the annotator in the corresponding row and the one in the
corresponding column. The cells are shaded in a blue gradient with
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Figure 4: Overview of the statistics and IAA metrics dashboard.

six levels (also defined in [19]), ranging from white to dark blue, to
reflect the increasing annotators agreement.

4 Evaluation
This section provides a qualitative and quantitative evaluation to
compare Doctron with various annotation tools. The qualitative
evaluation highlights the key functionalities of each tool, while the
quantitative evaluation measures their performance in collection
creation, multilabel annotation, passage annotation, NER.

Qualitative evaluation. In the qualitative analysis, we com-
pare the functionalities of nine annotation tools with those of Doc-
tron. The selection of tools was based on two criteria: (i) availability
as either an online service or a locally installable version, and (ii)
the provision of essential features for free or via a free demo. In
addition, we focus on the features available in the free versions
of the tools. Nine comply with our selection criteria: MetaTron,
Doctag, Doccano, LabelStudio, TeamTat, INCEpTION, brat, TagTog,
POTATO. We included MetaTron because it served as the founda-
tion for the development of Doctron, and we show that Doctron
offers more advanced functionalities. While TeamTat and TagTog
are designed for the biomedical domain, they can be adapted for
general purposes with minimal modifications. Although the on-
line version of TagTog is no longer available, we still included it
in our evaluation because, as of 2022, the online version was up
and running and we used it in previous experiments. We excluded
WebAnno from our evaluation since it is essentially the predecessor
of INCEpTION. Tools like BasicAI, which are focused on labeling
image-based data, were also excluded, as were LightTag, which is
no longer available, and SuperAnnotate, UBIAI, and Prodigy, as

they do not provide free versions or online demos. PrettyTags was
not considered either, as it is currently unavailable.

We compared the annotation tools according to three criteria.
Technical criteria concern the accessibility, usability, and avail-
ability of the tools. The criteria include (T1) the availability of open
source code, (T2) free of charge, (T3) the ease of installation and
use, and (T4) the availability online – entirely or as a demo.
Data criteria concern the ability of the tools to manage various
data sources, as well as different input, output, and annotation
formats. They include: (D1) configurable annotation schema, (D2)
support for the upload of pre-annotated data, (D3) configurable
output data, (D4) configurable input data, (D5) PubMed integration,
and (D6) ir_dataset integration or other custom IR data sources.
Functionalities criteria concern the tools’ features and capabili-
ties for the annotation. They include (F1) topic-document annota-
tion, (F2) multilabel annotation, (F3) graded labeling, (F4) passages
annotation, (F5) images annotation and object detection, (F6) re-
lationships or fact annotation, (F7) NER or NER+L, (F8) users and
roles, (F9) IAA integration, (F10) ontologies, (F11) data privacy,
(F12) multilingual support, (F13) guidelines definition, (F14) built-in
predictions, (F15) keyboard shortcuts.

The evaluation results are summarized in Table 1. The qualitative
analysis identifies Doctron as the most comprehensive solution,
meeting 24 out of 25 criteria. INCEpTION and MetaTron fulfill 18
criteria, followed by Doccano with 17, TagTog and DocTag with 16,
and LabelStudio and TeamTat with 15. brat and POTATO meet 13
and 12 criteria, respectively. LabelStudio is the only tool lacking
open-source code (T1) and, notably, only four out of ten tools are
fully available online or offer an online demo (T4). LabelStudio
does not meet any technical criteria; it is not completely free and
has a cumbersome installation process. Additionally, its setup for
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Table 1: Qualitative evaluation of 10 annotation tools. A ✓is placed if the criterion is met. The rows in gray highlight tools
providing support for IR tasks. Doctron is represented in the row light-blue.

Technical Data Functionalities
Tool T1 T2 T3 T4 D1 D2 D3 D4 D5 D6 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15
Metatron ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Doctag ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Doccano ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

LabelStudio ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

TeamTat ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

INCEpTION ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

brat ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

tagtog ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

POTATO ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Doctron ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

IR compliance is challenging and not universally applicable to the
provided annotation templates. From a data perspective, Doctron
uniquely integrates IR-specific data sources (D6). While all tools
allow schema customization, support various input and output for-
mats, and enable uploading of pre-annotated data (D1-D4), several
tools, including Doccano, LabelStudio, and INCEpTION, do not
accommodate complex and structured input data without prepro-
cessing. Only three tools support topic-document annotation (F1),
making them suitable for IR workflows. While all evaluated tools
support multi-label annotation (F2), graded labeling (F3) is only
available in Doctron and POTATO. Most tools facilitate relationship
annotations (F6), as well as NER or NER+L (F7), but only four out of
ten support passage and image annotation (F4, F5). Despite offering
a range of templates, LabelStudio can only identify objects using
rectangles, without the option to create polygons. All tools are mul-
tilingual (F12), and only MetaTron, TeamTat, and Doctron provide
full integration for Inter-Annotator Agreement (IAA) (F9). The free
version of LabelStudio, along with brat and POTATO, lacks user and
role management or collaborative annotation features (F8). Almost
all tools support ontologies (F10) and ensure data privacy (F11).
Over half of the tools enable the definition of annotation guidelines
and built-in predictions (F13, F14), while only five support keyboard
shortcuts (F15).

Note that no tool simultaneously meets the requirements for
topic-document annotation, passage annotation, and graded label-
ing. Doctron is the only tool that fully satisfies all these criteria
while also offering the possibility to download annotations in a
TREC-like format. Although Doctron does not offer pre-built mod-
els for automatic annotation, it provides an interface that allows
users to easily integrate their own custom annotation methods.
This makes adding automatic annotations a straightforward plug-
and-play process, where users can upload prediction models that
output results in the required format, without needing additional
development.

Quantitative evaluation. Quantitative analysis involves com-
paring the performance of five annotation tools based on the num-
ber of clicks required and the total time taken to complete two tasks:
(i) annotating a predefined set of documents and (ii) creating and

Table 2: Performances of the selected tools in collection cre-
ation and customization. The performances are assessed in
terms of number of clicks and time taken create a collection.

Clicks Time [s]
Doctag 8 3.3
LabelStudio 20 6.5
Doccano 13 4.2
INCEpTION 35 10.3
Doctron 10 3.8

customizing a document collection. While the efficient implementa-
tion of annotation templates is crucial for creating large annotated
corpora, the ease of creating and customizing a collection is key to
ensuring accessibility and usability for users with no experience.
The annotation templates considered in our analysis include multi-
label annotation, passage annotation, NER. The tools selected for
the quantitative evaluation are chosen from those included in the
qualitative evaluation, specifically: Doctron, Doctag, INCEpTION,
Doccano, and LabelStudio. TagTog was excluded due to the un-
availability of its online version and the inability to run its offline
version. MetaTron was not considered, as Doctron is built upon it.
TeamTat and brat were excluded because they do not support doc-
ument labeling and passage annotation. Similarly, POTATO lacks
support for passage annotation and both NER and NER+L tasks.

To assess the performance of the selected tools, we used Sele-
nium12, an open-source testing framework designed to automate
web browsers. We created five web agents, each corresponding to
one of the annotation tools. To run these experiments, we consid-
ered a collection with a sample of 15 documents extracted from the
TREC Robust 2004 dataset. Given that Doccano and INCEpTION
do not support the definition of the topics, we considered only one
topic in the present evaluation. The experiments have been carried
out running the offline installable instances of the tools. As a con-
sequence, the performances strictly depend on the machine they
have been run on; some delays have been introduced to support
requests and responses and make the tools run properly.

12https://www.selenium.dev
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Table 3: Performances of the selected tools in multilabel
annotation (MA), passages annotation (PA), entity tagging
(NER). The performances are assessed in terms of number of
clicks, and average time and standard deviation to perform
50 annotation rounds (reported as the AVG ± STD.)

MA PA NER
Clicks Time [s] Clicks Time [s] Clicks Time [s]

Doctag 60 49.4 ± 1.5 155 375.1 ± 1.1 602 645.5 ± 1.5
LabelStudio 45 47.4 ± 1.1 124 350.4 ± 2.5 390 515.4 ± 2.2
Doccano 45 46.8 ± 0.8 - - 390 522.3 ± 1.7
INCEpTION 45 46.7 ± 0.9 - - 424 511.3 ± 2.7
Doctron 45 45.6 ± 1.3 105 324.5 ± 2.3 390 512.1 ± 1.2

Collection creation and customization. Table 2 presents the num-
ber of clicks and the time required to create a collection and cus-
tomize the tool, setting up the annotation environment for the
multilabel annotation, with two labels defined: relevancy and clar-
ity. Among the tools analyzed, Doctag and Doctron are the most
efficient in both time –3.3 and 3.8 seconds– and number of clicks
needed for configuration –8 and 10 clicks. The small difference is
due to the way in which labels are defined: while in Doctag, a file
with the labels has to be provided, in Doctron, labels are added
directly via the user interface. The higher efficiency of Doctron and
Doctag compared to the other tools evaluated is due to the fact that
all necessary user inputs are collected during the creation of the
collection, and do not require any other configuration. LabelStudio
showed similar results with 6.5 seconds and 20 clicks: while the
upload of the documents is easy, the configuration of the labels re-
quires more actions. Doccano falls in between with 4.2 seconds and
13 clicks: it is efficient and user-friendly, but it requires more clicks
than Doctag because the collection is created first and documents
are loaded afterward. In contrast, Doctag and Doctron load all doc-
uments at the time of collection creation. INCEpTION is the least
efficient (10.3 seconds and 35 clicks) due to its complexity, which
requires users to have a strong understanding of the documentation
–such as the concept of an annotation layer.

Annotation experiments. Table 3 presents the performance re-
sults in terms of the number of clicks and the average time taken
to perform multilabel annotation (MA), passages annotation (PA),
NER on 15 documents. The reported values are the averages across
50 annotation rounds, with each round representing a full annota-
tion of all 15 documents. In the multilabel annotation (MA) process,
each document received two labels: one from the set {relevant, not
relevant} and another from the set {clear, not clear}. All documents
were annotated in three clicks (one for each label and one to proceed
to the next document), except for Doctag, which required an addi-
tional click to save the annotations. On average, all tools completed
an annotation round in 45 to 49 seconds. For passage annotation
(PA), we identified a total of 25 passages in the 15 documents –i.e.,
less than 2 passages for each document. Since Doccano and INCEp-
TION do not support passage annotation, they were excluded from
these experiments. Among the evaluated tools, Doctron proved to
be the most efficient, requiring 105 clicks and 324.5 seconds. In
contrast, Doctag performed the worst, taking 375.1 seconds with
155 clicks. Doctag required additional clicks to identify the intended
passage, which impacted the recorded metrics. LabelStudio falls in

between with 124 clicks and 350 seconds. In entity tagging (NER), a
total of 98 mentions were tagged in 15 documents –i.e., less than 7
mentions per document. Doctron, Doccano, and LabelStudio exhib-
ited the same performance in terms of the number of clicks, as they
followed identical steps for tagging an entity, resulting in an equal
click count. INCEpTION required only 34 more clicks than these
three tools, while Doctag, consistent with previous cases, recorded
a higher number of actions. Regarding time taken, Doctron, IN-
CEpTION, Doccano, and LabelStudio required between 512 and
523 seconds to annotate the 15 documents, with Doctron being the
most efficient. Doctag took the longest time due to its annotation
process, which involves more interactions. Doctag was originally
designed to support NER+L and had to be adapted for NER in these
experiments, which further contributed to its lower performance
compared to the other tools. We observe that the primary factor
influencing performance is the process of creating a collection and
its adaptability to the IR domain. The implementation of annotation
templates across the tested tools is similar and optimized to improve
user experience, which explains the similarities in the number of
actions. Variations in annotation time are mainly due to differences
in backend and database implementations. These differences are
minimal and not noticeable to users, suggesting that all tools are
designed for fast and efficient annotation. However, it is important
to highlight that we adjusted the configuration and settings of the
tools compared against Doctron to ensure they operated under
optimal conditions across all three annotation tasks. In contrast,
Doctron streamlines the customization of both collection and an-
notation templates, providing users with an efficient and intuitive
out-of-the-box experience.

5 Conclusions
This paper introduced Doctron, an annotation tool for the IR do-
main, distributed as a Docker container for privacy and portability.
It supports collaboration, allowing users to share document col-
lections, and offers role-based access for administrators, annota-
tors, and reviewers. Doctron includes various annotation templates
like graded labeling, passage annotation, object annotation, NER,
and NER+L. To ensure annotation reliability, it provides collection-
based statistics and implements IAAmetrics such as Cohen’s Kappa,
Fleiss’ Kappa, and Krippendorff’s Alpha.

We performed two analyses—a qualitative and a quantitative
comparison—of Doctron and other annotation tools. In the qualita-
tive assessment, we evaluated the tools based on technical aspects,
available functionalities, and flexibility in input and output formats.
Our findings showed that Doctron stands out as the most flexible
and comprehensive tool, offering a complete set of features vital for
IR. In the quantitative analysis, we concluded that Doctron offers
a more intuitive, customizable, and efficient workflow, making it
highly suitable for both experienced and novice users.

In future work, we aim to integrate automatic models for NER
and NER+L, along with LLMs for graded labeling and passage anno-
tation. These automatic predictions will act as annotation assistants,
providing initial annotations for annotators to refine, which will
speed up the process and reduce manual effort.
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