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Project title (Swedish)*
Snabb och energieffektiv signalbehandling - inverkan av parallellism i algoritm och arkitektur

Project title (English)*
Low-Power and High-Speed Digital Signal Processing - Impact of Parallelism on Computational Complexity

Abstract (English)*
The required data rates of communication systems increase rapidly over time and in many cases, such as mobile 
communication, this is the primary driving force of new standards and technologies. The computational effort typically
 increases faster than linearly with the data rate as often transmission schemes with higher complexity must be used to 
increase the data rate. From an integrated circuit implementation point of view, keeping the power and energy consumption 
low is the major design challenge, something that becomes worse when the amount of computations and data rates 
increase. The power consumption mainly affects the short-term properties, e.g., peak power supply current and 
temperature, while the energy consumption becomes a limiting factor for battery-supplied applications. One motivation for 
research on energy efficient implementation is, naturally, that for mobile devices the battery life time will be increased if the 
energy consumption can be decreased. Also, cooling becomes a major problem when the power consumption is high, as 
well as supplying enough current to the integrated circuits that perform the computations. Taking the environmental 
issues into account, as there are billions of integrated circuits operating around the world, it is clear that there is a generic 
interest in keeping the power end energy consumption as low as possible.

Primarily, we will study the effect of parallelism on the implementation of high-speed digital processing algorithms, 
typically for digital front-ends. A digital front-end is here defined as the unit performing digital signal processing close to 
the data converters\footnote{It is not of interest to define the exact cut between the digital front-end and the baseband 
processing here. For example, in OFDM systems, it can be argued if the DFT/IDFT is part of the digital front-end or the 
baseband signal processing. As it is a well defined function operating at a high sample rate, it is a function to be 
considered in this project.}. With high-speed, we here refer to systems where the \textbf{data rate is higher than the 
obtainable clock rate}, leading to that multiple samples must be processed in parallel, typically data rates in the GSa/s 
range. Examples include transmitters and receivers for optical communication, gigabit networking,  wireless and wired 
transmission of high-definition video, radar, and parallel data acquisition as in oscilloscopes and software-defined radio. 
Note that the results will also be applicable for circuits working at lower sample rates, enabling close to energy-optimal 
operation in the subthreshold region.
 
Of particular interest is to determine an optimal degree of parallelism, i.e., a ratio between the data rate and the clock 
frequency. A higher ratio will increase the chip area as the computational cores are replicated, while it at the same time 
increases the opportunity to modify the algorithm in a favorable way such that the chip area increases less than linearly. 
This is performed by utilizing computational redundancy and the fact that operators become more specialized. Similarly, a 
higher ratio may increase the static power consumption, while at the same time decrease the dynamic power consumption 
as it enables a lower power supply voltage. The project will focus on fundamental DSP algorithms such as digital filters 
and transforms, which find applications in practically all communication systems, although we will identify general 
principles.

Descriptive data

Project info
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Popular scientific description (Swedish)*
När datatakterna ökar i kommunikationssystem, ökar också den mängd beräkningar som behöver göras per tidsenhet. Detta 
ställer större och större krav på de kretsar som skall utföra beräkningarna så att de inte blir för varma eller drar för mycket 
energi som dels motsvarar batterilivslängd, men även påverkar energikonsumtionen i stort med tanke på hur många 
elektriska apparater som ständigt står på.

I de flesta fall måste beräkningarna ske parallellt så att många olika värden räknas ut samtidigt. Detta är olika svårt 
beroende på vilken typ av beräkningar som ska göras. För att göra riktigt effektiva kretsar behöver man utnyttja 
förenklingar så mycket som går. Mängden förenklingar beror på hur många värden som räknas ut samtidigt, så att det 
faktiskt blir relativt sett enklare att räkna ut många värden samtidigt. Dock är detta ett relativt eftersatt område inom 
forskningen då behovet att riktigt snabba beräkningar inte har varit så stort tidigare, så det är svårt att avgöra exakt hur 
många värden som skall räknas ut samtidigt för att energin per uträknat värde ska bli så lågt som möjligt. Samtidigt som ett 
grundkrav så klart är att man hinner räkna ut tillräckligt med värden enligt de krav som ställs på kommunikationssystemet.

I detta projekt kommer vi att studera sambanden mellan mängden värden som räknas ut samtidigt och de följder det får på 
mängden beräkningar som behöver utföras och i slutänden följderna på de integrerade kretsarna. Detta kommer vi att göra 
för att man i framtiden bättre ska kunna konstruera integrerade kretsar med riktigt låg energiförbrukning samtidigt som de 
hinner med de allt snabbare datatakterna. Vi fokuserar på några av de mest grundläggande, men även mest förekommande, 
typerna av beräkningar: FIR-filter och FFT.

Number of project years*
4

Calculated project time*
2016-01-01 - 2019-12-31

Project period

Classifications
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SCB-codes* 2. Teknik > 202. Elektroteknik och elektronik > 20299. Annan 
elektroteknik och elektronik

2. Teknik > 202. Elektroteknik och elektronik > 20205. 
Signalbehandling

Keyword 1*
Parallellism

Keyword 2*
Signalbehandling

Keyword 3*
Redundans

Keyword 4
Effektförbrukning

Keyword 5
Integrerade kretsar

Select a minimum of one and a maximum of three SCB-codes in order of priority.

Select the SCB-code in three levels and then click the lower plus-button to save your selection.

Enter a minimum of three, and up to five, short keywords that describe your project.
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Reporting of ethical considerations*
Inga av de aktuella forskningsfrågorna bedöms ha några etiska aspekter.

The project includes handling of personal data
No

The project includes animal experiments
No

Account of experiments on humans
No

Research plan

Ethical considerations

Specify any ethical issues that the project (or equivalent) raises, and describe how they will be addressed in your research. 
Also indicate the specific considerations that might be relevant to your application.

Research plan
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Appendix A: Oscar Gustafsson, 730330-5911 1

L OW-POWER AND H IGH -SPEED DIGITAL SIGNAL PROCESSING

– IMPACT OF PARALLELISM ON COMPUTATIONAL COMPLEXITY

1 Purpose and Aims
The required data rates of communication systems increase rapidly over time and in many cases, such as
mobile communication, this is the primary driving force of new standards and technologies. The com-
putational effort typically increases faster than linearly with the data rate as often transmission schemes
with higher complexity must be used to increase the data rate. From an integrated circuit implementation
point of view, keeping the power and energy consumption low is the major design challenge, something
that becomes worse when the amount of computations and data rates increase. The power consumption
mainly affects the short-term properties, e.g., peak powersupply current and temperature, while the energy
consumption becomes a limiting factor for battery-supplied applications. One motivation for research on
energy efficient implementation is, naturally, that for mobile devices the battery life time will be increased
if the energy consumption can be decreased. Also, cooling becomes a major problem when the power
consumption is high, as well as supplying enough current to the integrated circuits that perform the compu-
tations. Taking the environmental issues into account, as there are billions of integrated circuits operating
around the world, it is clear that there is a generic interestin keeping the power end energy consumption as
low as possible.

Primarily, we will study the effect of parallelism on the implementation of high-speed digital processing
algorithms, typically for digital front-ends. A digital front-end is here defined as the unit performing digital
signal processing close to the data converters1. With high-speed, we here refer to systems where thedata
rate is higher than the obtainable clock rate, leading to that multiple samples must be processed in
parallel, typically data rates in the GSa/s range. Examplesinclude transmitters and receivers for optical
communication, gigabit networking, wireless and wired transmission of high-definition video, radar, and
parallel data acquisition as in oscilloscopes and software-defined radio. Note that the results will also be
applicable for circuits working at lower sample rates, enabling close to energy-optimal operation in the
subthreshold region.

Of particular interest is to determine an optimaldegree of parallelism, i.e., a ratio between the data rate
and the clock frequency. A higher ratio will increase the chip area as the computational cores are replicated,
while it at the same time increases the opportunity to modifythe algorithm in a favorable way such that
the chip area increases less than linearly. This is performed by utilizing computational redundancy and
the fact thatoperators become more specialized. Similarly, a higher ratio may increase the static power
consumption, while at the same time decrease the dynamic power consumption as it enables a lower power
supply voltage. The project will focus onfundamental DSP algorithmssuch as digital filters and trans-
forms, which find applications in practically all communication systems, although we willidentify general
principles.

Efficient implementation of DSP and communication algorithms and arithmetic operators has been the
research topic of the PI, Dr. Oscar Gustafsson, for a long time, and the co-PI, Prof. Håkan Johansson, con-
tributes extensive experience in design of DSP and communication algorithms, providing a solid foundation
for the success of the project.

2 Background and Survey of the Field
We first provide some background on power consumption in integrated circuits, current state-of-the-art, and
examples of application areas where the results of this project can be relevant.

1It is not of interest to define the exact cut between the digital front-end and the baseband processing here. For example, in
OFDM systems, it can be argued if the DFT/IDFT is part of the digital front-end or the baseband signal processing. As it is a
well defined function operating at a high sample rate, it is a function to be considered in this project.
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Appendix A: Oscar Gustafsson, 730330-5911 2

2.1 Power consumption in integrated circuits
Complementary metal oxide semiconductor (CMOS) technology is, and will remain, the technology of
choice for most large-scale digital integrated circuits. The power consumption in CMOS can be split into
three different factors [1]: dynamic, short-circuit and static. The dynamic power consumption decreases
with the square of the power supply voltage while the corresponding speed decrease is significantly lower.
Hence, it is feasible to parallelize a circuit, operate at a lower clock frequency, but as the power supply
voltage can be decreased the dynamic power will be decreased. As a result, it is important to operate at the
optimal degree of parallelism and power supply voltage [2, 3]. For modern CMOS processes with smaller
line widths, the static power consumption tends to become more and more significant [4]. This is caused
by the transistors not being fully turned off and increased leakage through the gate oxide. Increasing the
parallelism will increase the static power consumption andas it is independent of clock frequency, the same
benefit as for the dynamic power is not obtained. In fact, typically the transistors will increase the leakage
current as they tend to be “less off” when operating at a lowerpower supply voltage. This can partly be
counter-acted by adjusting the circuit body bias voltage. It should be noted that the energy-optimal power
supply voltage (energy per operation) is typically obtained in subthreshold operation. However, as the clock
frequency is drastically reduced when approaching the subthreshold region, the parallelism must typically
be increased several orders of magnitude for the consideredapplications, leading to that the circuit area
will increase significantly, in many cases yielding uneconomically large circuits. Still, the results obtained
from this project will be of interest for lower rate processing with stringent specifications on the energy
consumption, e.g., in implantable circuits.

2.2 State of the art
The project deals with several abstraction levels, from systems and applications, with a focus on algorithms
and architectures, down to arithmetic and circuits. For specific algorithms and architectures, the state of the
art is discussed when introduced in Section 3. The general problem of mapping DSP algorithms to hardware
with different degrees of parallelism in the context of power supply voltage scaling was extensively studied
in [3]. The methodology presented there is the currently most exhaustive approach, including, e.g., many
techniques discussed in [5, 6]. However, as will be discussed and later summarized in Table 3, there are
several aspects which were not covered. In particular, the main focus of this project, how parallelism effects
the computational redundancy and the specialization of operators, was not covered.

2.3 Example application areas
While the objective of this project is fundamental researchon the effect of parallelism on achievable energy
dissipation limits, not product development, there are a number of recent and upcoming application areas
that illustrates typical use cases for the outcomes of the project.

The first one is wireless transmission in the 60 GHz band, e.g., for wireless high-definition video and
audio streams [7, 8]. As an example, the baseband data streamof WirelessHD [8] has a sample rate of
around 2.5 GSa/s. With a 512-point FFT this leads to that about 11.5 billion complex multiplications
should be performed per second, something that requires a dedicated FFT architecture [9].

The next example is optical fiber transmission, reaching hundreds of Gb/s and in the future several Tb/s.
DSP is used more and more to mitigate errors at the end points.For example, chromatic dispersion can be
compensated using FIR filters but these often have a length ofhundreds or thousands of taps for long fibers
[10, 11]. Hence, the project will alleviate higher data rates and better correction (longer filter lengths) at a
reduced power budget. Also, optical transmission calls forhigh-speed data converters to be able to meet the
high sample rate requirements.

The general case of high-speed analog-to-digital conversion is not only a problem for optical trans-
mission, but also for wide-band communication systems, e.g., using direct sampling of the antenna, and
for other types of data acquisition, e.g., oscilloscopes and spectrometers. One efficient way to increase
the sample rate is to use time-interleaved data converters.However, as these are not identical due to pro-
cess variations, DSP techniques are used to mitigate the effects [12], and the corresponding processing is
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obviously required to operate at high data rates.
The core in most spectrometers is a high data rate high resolution FFT [13, 14]. The number of points

should, in general, be as large as possible to obtain high spectral resolution. This is limited by implemen-
tation technology and power budget. Therefore this projectwill lead to higher resolution spectrometers
within the same or reduced power/area budget.

Other areas using high-speed DSP which uses the considered fundamental algorithms considered in-
clude radar, spectrum sensing [15], and satellite communication.

3 Project Description – Impact of Parallelism
The project studies the impact of parallelism in the implementation of high-speed digital front-ends. Note
that withing the project we treat the sample rate as a requirement, not something that can be adjusted,
and, hence, the clock frequency is uniquely determined by the number of samples that is processed in
parallel. As the number of operations per sample is typically high, as well as the sample rate, the power
consumption will always be significant for the considered applications. The challenge is therefore, simply
put, to determine the parallelism degree such that the energy per sample is minimized. However, as we will
see there are many aspects on several abstraction levels that must be considered.

In this context, several different aspects will be systematically considered. The objective is to provide
better insights into what happens on the implementation level when algorithms are parallelized, what the
best degree of parallelism from an implementation (power) point-of-view is, and new systematic techniques
to analyze and design these parallel algorithms and architectures.

3.1 Pipelining and logic synthesis
Pipelining is the process of introducing registers into thecritical path to enable a shorter critical path,
leading to higher clock frequencies. A drawback of introducing pipelining is that the registers will naturally
consume power as well. Also, while pipelining enables really high clock frequencies, it is not always of
interest to clock integrated circuits at multi-GHz frequencies as it will introduce severe constraints on the
placement, routing, and clock distribution networks. Furthermore, introducing many pipelining levels will
lead to that only very small logic functions can be performedbetween each pipelining level, increasing
the complexity of reconfiguration and control. Finally, as discussed in Section 3.2, pipelining can not be
introduced in loops.

An alternative way to increase the clock frequency is to use operators with a shorter critical path. This
typically corresponds to larger area, and, in general, one needs to find a suitable trade-off between the clock
frequency (determined by the sample rate/parallelism ratio), the operator complexity and the amount of
pipelining. This is one of the problems that will inherentlybe studied in this project.

Research tasksNewer CMOS technologies typically provide transistors (standard cells) with different
threshold voltages, where typically one set provides a low threshold voltage and, therefore, high-speed op-
eration, but at the same time higher static power consumption, and one set with a higher threshold voltage,
leading to slower operation but lower static power consumption. In addition, there may be more intermedi-
ate threshold voltages. Clearly, increasing the parallelism will in many cases, but not all, allow a larger use
of high threshold voltage cells, reducing the static power consumption despite introducing more transistors.
Similarly, pipelining may have the same effect. However, itshould be noted that if there are several parallel
signal streams in an architecture and only one or a few of the streams are limiting the sample rate, it is
more useful to use high-speed transistors for that part only, rather than introducing additional pipelining
to all streams, or increasing the parallelism. Hence, the trade-off is more complex than just increasing the
parallelism until high threshold transistors can be used everywhere. This is an aspect that will be considered
and quantified in the project, along with the operator selection.
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Figure 1: Integrator expressed for (a) one and (b) two samples per iteration. Transformed integrator (c)
without and (d) with additional pipelining to make the critical path the same length as the iteration period
bound.

3.2 Recursive algorithms
All recursive algorithms have a limit on the available parallelism due to the recursive parts of the algorithm.
Basically, the algorithm must finish one iteration before the next one can start and it is not possible to
introduce pipelining in the loop to speed the computation up. The iteration period bound is expressed as

T
∞

= max
i

∑

Op. in loopi TL,k

Ni

=
1

fmax

(1)

where
∑

Op. in loopi TL,k is the total latency of the operations in loopi andNi is the number of delay elements
in loopi [5]. Although it is possible to unfold the algorithm to operate on more than one sample per iteration,
the sample rate bound provided by the iteration period boundwill not improve. This is illustrated through
the following example of an integrator. In Fig. 1(a), a first order integrator is shown. The iteration period
bound for this algorithm isTL,add, i.e., the latency of the adder. An algorithm processing twosamples per
iteration obtained through unfolding is shown in Fig. 1(b),where the iteration period bound now is2TL,add.
However, as the algorithm is processing two sample per operation, the effective bound on the sample rate
is the same,TL,add. Hence, while it may be beneficial to express the algorithm processing more than one
sample per iteration for other reasons, no decrease in sample period bound is obtained.

While the reasoning above is correct assuming discrete operators (adders) with a latency ofTL,add, there
are still some effects that may make the final conclusion incorrect. First, the unfolded algorithm can be
transformed to change the iteration period bound. An example of that is shown in Fig. 1(c), where the
iteration period bound now is halved compared to Fig. 1(b) atthe expense of an additional adder. Finally, in
Fig. 1(d), pipelining is introduced to make the critical path as long as the iteration period bound, allowing
the clock to run at the maximum allowable speed.

While it can be argued that the integrator is a very simplistic example, the general observation holds
for any algorithm: expressing the algorithm over more than one sample period will not change the iteration
period bound assuming discrete operators, but will enable ahigher degree of algorithmic transformations.

In addition, the sample rate will improve slightly even without transforming it. First, the contribution of
the register setup-and-hold time will be averaged over morethan one clock cycle. In addition, the latency of
two cascaded adders (assuming carry-propagation adders such as ripple-carry adders or different carry look-
ahead adders) is smaller than2TL,add when implemented jointly. Hence, even without the transformation,
the resulting implementation in Fig. 1(b) will operate witha sample rate higher (but clock frequency lower)
than the implementation in Fig. 1(a). It holds for most arithmetic operations that the delay from the inputs
to the outputs depends on the particular bit weights. Finally, as there are now more logic to be implemented,
the logic synthesis tool has a better chance of optimizing the design, somehow similar to the transformations
above but at the logic level.

Research tasksThere is currently a discrepancy in the literature between the theoretical limits (valid for
discrete operators) and the practical synthesis results obtained after the algorithms are unfolded. The ob-
jective here is to investigate this issue in detail and derive expressions on how the sample rate increases
with unfolding, despite the theory saying it should not. Also, high-level estimates of the possibility to apply
transformations should be derived.
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Figure 2: Modulator magnitude functions.

Modulator Noise transfer function SNR, dB

H1 1− z−1 46.5

H2 1 + (2−3
− 2)z−2 + z−4 47.8

H3
1− 2z−3 + z−6 + 2−1z−7

−2−1z−12 + 2−1z−18
45.1

Table 1: Modulator noise transfer functions.

While recursive filters are not suitable for very high-speedimplementations, because of the iteration
period bound, it is of interest to show how far the bounds can be moved. Also, data converters based on
sigma-delta modulation are inherently recursive and, therefore, the implementation of unfolded sigma-delta
modulators will also benefit from these results. In the latter case, the noise shaping part can be seen as
using modulo arithmetic, which opens up a possibility to apply transformations to a much larger extent
than previously considered. Since some of the modulators rely heavily on accumulators, the simplistic
example above become highly relevant in this scenario. As a preliminary work we have derived expressions
for systematic unfolding and transformations of integrators with application in sigma-delta modulators.
This builds on our recent work in the area to improve the modulators [16]. Furthermore, we are currently
developing optimization formulations that can find low-complexity realizations of sigma-delta modulators
with an arbitrary number of delay elements in the critical loop, while taking implementation aspects such as
incorporating our closed form approach to scaling2 [17] into account. An example of complexity optimized
modulators with at least 45 dB SNR, 10 times oversampling, and scaled for a 3-bit DAC is shown with
magnitude function in Fig. 2 and corresponding noise transfer functions in Table. 1.

3.3 Non-recursive algorithms
For non-recursive algorithms, pipelining can be introduced to an arbitrary degree to increase the clock fre-
quency. In addition, the algorithms can be unfolded to an arbitrary degree such that there are no algorithmic
issues limiting the obtainable sampling rate.

The unfolding will lead to some other relevant effects though. These are different depending on the
algorithm, but for the general cases of FIR filters and FFTs they will be illustrated below. For other classes
of algorithms it is expected that similar effects can be obtained, although these are scarcely reported in the
literature.

Parallel FIR filters To describe FIR filter algorithms processing several samples per iteration, it is useful to
consider the polyphase representation. TheM-fold polyphase representation of anN th-order FIR transfer
function can be written as

H(z) =

N
∑

n=0

h(n)z−n =

M−1
∑

m=0

Hm(z
M)z−m (2)

where

Hm(z
M) =

K−1
∑

k=0

h(kM +m)z−kM (3)

is themth polyphase branch, i.e., everyM th coefficient of the FIR impulse response starting at valuem.
Using a similar denomination, FIR filters operating on two and three samples per iteration are shown in
Figs. 3(a) and 3(b), respectively. As shown, considering the definition above, the result is four FIR filters
with half the length. However, it is possible to share some parts among the subfilters, e.g., only two (three)
sets of delays are required for storing samples, not four (nine) as it may seem.

2This is often considered to be “stability” in many related works. However, the source of this “in-stability” is overflow,and,
hence, by avoiding overflow in all nodes, the modulator will behave as expected and be “stable”.
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Figure 3: FIR filters processing (a) two and (b) three samplesper iteration based on polyphase decom-
position. Reduced complexity FIR filters processing (c) twoand (d) three samples per iteration based on
polyphase decomposition.

By utilizing results originating from Karatsuba multipliers [18] and later on generalized to different
types of polynomial multiplications (convolutions) it is possible to reduce the number of subfilters, and
therefore computations, to four and six as shown in Figs. 3(c) and 3(d), respectively [19]. Asymptotically,
these filters reduce the number of multiplications per sample as

(

3

4

)log
2
M

, whereM is the number of parallel
streams. Still, there are some drawbacks with the approach.For example, the adders before and after the
actual filters will add to the complexity. In addition, the number of delay elements increases as

(

4
3

)log
2
M

.
In a recent work, we derived an alternative FIR filter architecture which can roughly half the number of

multiplications, and, hence, is suitable, e.g., for implementing the sub filters in Figs. 3(c) and 3(d) [20].

Parallel FFT architectures The classic result of the fast Fourier transform (FFT) is that the number of
complex multiplications to compute a discrete Fourier transform (DFT) is reduced fromN2 to N

2
log2N ,

whenN is a power of two [5]. However, for high-speed implementation, it is hard to find suitable architec-
tures that have full utilization of the complex multipliersas these are ordered in time in a way that limits
the reuse. As an example, for most standard radix-2 one sample per cycle architectures, such as the single-
delay feedback (SDF) pipelined FFT, the utilization of eachcomplex multiplier is 50%. Using one half
the number of multiplications, which clearly is theoretically possible, will require a significant control and
memory overhead, leading to that the simpler architectureswith more multipliers are preferred. Instead,
algorithms that results in that some of the multipliers can be simplified, e.g., to only multiplying with1 or
−j, at the expense of higher utilization of the other multipliers, have been proposed [21].

Once these architectures are parallelized, it is not certain that every complex multiplier is replicated
since some of them now only process multiplications by1. Consider for example, the architecture in
Fig. 4(a) based on the standard radix-2 FFT algorithm, processing eight samples per iteration. Each⊗

corresponds to a complex multiplier, 16 in total, while each⋄ corresponds to a trivial multiplier, only
multiplying with 1 or −j, four in total. By using another algorithm, as shown in Fig. 4(b), an architecture
with only 12 general complex multipliers, but 12 trivial multipliers is obtained [22]. The latter architecture
should in most cases be beneficial. Note that for the single sample per iteration architecture, the radix-2
algorithm would result in four complex multipliers and one trivial, while the radix-22 requires two general
and three trivial. While the rank is still the same, the ratiohas changed. This shows that one needs to
consider the complexity at the appropriate degree of parallelism. There exists a large class of different FFT
algorithms to be considered [23], as other complex multipliers can be simplified as well, when the number
of coefficients is small [24].

Research tasksThe research tasks here will involve systematic investigations of the trade-off between par-
allelism and power for non-recursive algorithms. Primarily, FIR filters and FFTs will be considered, as
these constitute a major part of the processing in most digital front-ends. However, other interesting algo-
rithms will also be considered, e.g., adaptive FIR filters, where the adaptation loop will introduce additional
constraints. In this context it should be noted that it is possible to perform FIR filtering (convolutions)
using FFTs, but that most complexity comparisons found in the literature are based on the number of real
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(a) (b)

Figure 4: FFT architectures processing eight samples per iteration using (a) a standard radix-2 algorithm
and (b) a radix-22 algorithm resulting in fewer complex multipliers.

multiplications using the classic FIR and FFT complexity equations. These are not correct for high-speed
operation since, as discussed above, the number of multipliers is a more relevant estimate of complexity.
Some multipliers in the FFT can be simplified3, and the number of multiplications per sample decreases
with parallelism if reduced complexity FIR filter structures are used. In addition, in the two commonly
used schemes for FIR filtering through FFTs, either some of the inputs are zero or some of the outputs are
ignored. Hence, the computational complexity can be reduced considering this.

A solid comparison of FFT-based FIR filtering with the reduced complexity FIR filter techniques will
be one of the first tasks in the project. This will be a very useful result when implementing high-speed
convolutions. To obtain a fair comparison, similar finite word length properties should be achieved for both
approaches. Despite FFT-based FIR filtering being around for half a century, almost no work have been
done on the finite word length properties. In a preliminary work, we have e.g. shown that with finite word
lengths, the FFT-based FIR filter will have a time varying filter response [25]. Additional work will include
FIR filter design taking this into account. In addition, our previous work on parallel FFT architectures [22]
will be extended. In preliminary results, we have implemented 4096-points FFTs reaching 10.9 GSa/s and
65536-point FFTs reaching 7.4 GSa/s in single FPGAs [26].

The complexity reduced FIR filters, as outlined in Figs. 3(c)and 3(d), will be reconsidered. Here,
there are two main issues that will be considered. The first isthat there is a lower bound on the number of
subfilters which is2M − 1. However, for most non-power-of-two factors this involvesdivision by constant
integers, something that is in general not considered suitable in a hardware implementation. The focus
of this part is to apply different techniques to get around this and also to evaluate the actual cost of this
compared to the savings. As part of this, we are currently working on systematic methods to derive highly
parallel structures from lower order in a different way thanthe commonly used factorization. The results
are promising, especially for prime factors. The second is to systematically derive filter structures based on
integer linear programming design. This is primarily driven by the fact that for linear-phase FIR filters the
coefficients symmetry is in general not retained in the subfilters using the standard structures. This problem
has partly been considered in [27], however, only in an ad-hoc way and for few values ofM .

3.4 Parallel multiplication
For an FIR filter, either the input is multiplied by all the coefficients, as in the transposed direct form FIR
filter, or the delayed inputs are multiplied by the coefficients and summed up, as in the direct form FIR
filter. In both cases it is possible to share redundant parts4, most often utilized when the coefficients are
constant and the multipliers replaced by shift, adders, andsubtracters, so calledmultiplierless implementa-
tion [28, 29]. For polyphase FIR filters, the redundancy utilization can be increased by considering all filter
simultaneously, resulting in a constant matrix-vector multiplication [30, 31].

When the coefficients are not given, for example in adaptive filters, or in chromatic dispersion filters

3This is also the case for FIR filters if the coefficients are known beforehand and as discussed in Section 3.4.
4While this is easiest to realize for the transposed direct form structure, one can note that a direct form structure with identical

complexity is obtained through transposition.
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Decimation factors Multiplication rate (multiplier-based) Addition rate (multiplierless)
[8] 10.56 29.88
[2 4] 6.69 25
[4 2] 5.13 18.63
[2 2 2] 3.25 22

Table 2: Multiplication and addition rates per output sample for a multiplier-based and a multiplierless
implementation, respectively, for a decimation by 8 FIR filter using different partitioning.

where different fiber lengths results in different filter coefficients, the above mentioned techniques can not
be applied. However, it may be beneficial to use high-radix multipliers, where small multiples (0 toN − 1
for a radix-N multiplier) are computed once and then shared among the multipliers. The individual part
of the multiplier will now decrease in size, as the number of partial terms to sum up is reduced bylog2N .
This has been proposed for single FIR filters in [32]. However, the best choice of radix will depend on the
filter length, something that is not considered in the previous work.

Another aspect to which has not yet been considered is the operator trade-off for multiplierless imple-
mentation of multi-stage DSP, e.g., multi-stage interpolation and decimation filters for oversampled data
converters. In is well established that the multiplicationrate is reduced by performing this operation is mul-
tiple stages [33]. However, more stages means less redundancy within each stage. In a preliminary work,
we have discovered that the optimal multiplication rate does not correspond to the optimal addition rate in
the multiplierless implementation. This is illustrated through the example in Table 2, where it is clear that
different decimation stage partitioning gives optimal operation counts.

A similar effect happens when, e.g., the structures in Figs.3(a) and Fig. 3(c) are compared. For Fig. 3(a),
all multipliers can be jointly simplified as discussed above, while for Fig. 3(c), the three subfilters must
be considered separately. Hence, despite fewer multipliers in Fig. 3(c), the total number of adders in a
multiplierless implementation may still be smaller in Fig.3(a) as shown in our preliminary work [31].

Research tasksThe radix-filter length trade-off should be properly analyzed. In addition, it is possible to
use Booth-encoding, reducing the number of partial resultsto be computed at the expense of more compli-
cated encoding logic. In the larger context, the applicability of this should be considered for the parallel FIR
filters above. For the traditional polyphase case,M sets of multiplications must be computed, one for each
input, while for the reduced complexity case,

(

4

3

)log
2
M

sets must be used. Hence, this provides an additional
dimension in the parallelism-power analysis. The work on multi-stage interpolation and decimation filters
will be extended to related situations.

3.5 Research summary
To end up with efficient implementations it is important to simultaneously consider the impact of parallelism
on algorithms, architectures, and arithmetic. While many of the results initially will be obtained based on
high-level complexity estimations, it is important to obtain accurate power figures. This will be done using
simulation tools to a large extent, but for relevant cases, we will also design and manufacture integrated
circuits to further substantiate our findings. The comparison in Table 3 shows a summary of which aspects
will be taken into account and how they relate to the currently most complete design methodology [3].

3.6 Environment
Research environmentThe Division of Computer Engineering is headed by the PI, Dr.Oscar Gustafsson.
The PI together with the co-PI Prof. Håkan Johansson from the Division of Communication Systems have
a long history in the area of efficient algorithms and implementations for DSP algorithms, primarily digital
filters and filter banks. Also, arithmetic circuits is a majorresearch topic in the recent years, primarily
lead by the PI. Dr. Mario Garrido adds significant expertise in the design and implementation of FFT
architectures and related building blocks. Currently, thePI supervise three PhD students and the co-PI one
PhD student in related areas.
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Transformation Architecture impact Considered
in [3]?

Considered
in project?

Unfolding a non-recursive algo-
rithm a factorM

M samples per iteration,M times the operators Yes Yes

Unfolding a recursive algorithm a
factorM

M samples per iteration,M times the operators, no
change in sample period bound

Yes Yes

Non-additive latency of cascaded operators, move op-
erations out of the loops

No Yes

Unfolding a time-multiplexed ar-
chitecture a factorM

M times higher throughput,M times the operators Yes Yes

FactorM fewer configurations for each operator, op-
erator complexity based on configuration modes

No Yes

Deriving M parallel algorithms
based on computational redundancy

M samples per iteration,< M times the operators No Yes

Architecture dependent optimized
constant multiplications

Varying multiplier complexity No Yes

Table 3: Impact of parallelism and algorithms transformation on architecture level.

Relation to other funding/applicationsEarlier VR-grants will to some extents provide results to the current
projects. In addition, the PI had a project by the LinköpingUniversity research organization CENIIT5

on efficient implementation taking the special properties of FPGAs into account. This will strengthen the
proposed project, while dealing with a different topic. ThePI was awarded a “career contract” by Linköping
University, which ended 2013. The PI received directed funding from the European Space Agency (ESA)
to summarize the relevant work related to on-board processing for satellite communication in 2013.

National and international collaborationThe PI and co-PI have a broad network of international con-
tacts from, e.g., UCLA, Nanyang Technological University,Technical University of Denmark, University
of Westminster, Tampere University of Technology, and IRISA. Nationally, collaboration with research
groups at Chalmers is ongoing in the area of optical communication. There is also collaboration with Lund
University through the ELLIIT strategic research area.

4 Significance
This project will substantially increase the knowledge of how to design and implement the digital front-end
signal processing with very low power consumption for current and emerging high-speed communication
standards and related applications, targeting up to tens orhundreds of GSa/s data rates. In addition it will
provide a deeper understanding of how the computational redundancy is affected by parallelism. These
results will be enablers for future wireless terminals and other high-speed communication equipment with
low energy consumption, which in turn is advantageous both for the user (long battery life time and/or
less cooling requirements) and for the environment (less energy consumed). The results will also serve as
guidelines when designing high-speed signal processing systems, and even standards, providing knowledge
about which design parameters are feasible and appropriate.

In addition, it is expected that new architectures and algorithms for the considered problems will be pro-
posed, with a focus on utilizing the additional redundancy obtained from parallelism as well as formulating
optimization problems that directly consider the high-speed properties.

5 Preliminary results
Preliminary results are discussed throughout the proposal, e.g., Fig. 2 and Tables 1 and 2 illustrate results
from ongoing work.

5http://www.isy.liu.se/ceniit/
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Johansson, Håkan has not added any publications to the application.

Register

Terms and conditions

The application must be signed by the applicant as well as the authorised representative of the administrating

organisation. The representative is normally the department head of the institution where the research is to be

conducted, but may in some instances be e.g. the vice-chancellor. This is specified in the call for proposals.

The signature from the applicantconfirms that:

the information in the application is correct and according to the instructions form the Swedish Research

Council

any additional professional activities or commercial ties have been reported to the administrating

organisation, and that no conflicts have arisen that would conflict with good research practice

that the necessary permits and approvals are in place at the start of the project e.g. regarding ethical

review. 

The signature from the administrating organisation confirms that:

the research, employment and equipment indicated will be accommodated in the institution during the

time, and to the extent, described in the application

the institution approves the cost-estimate in the application

the research is conducted according to Swedish legislation.

The above-mentioned points must have been discussed between the parties before the representative of the

administrating organisation approves and signs the application.

Project out lines are not signed by the administrating organisation. The administrating organisation only sign the

application if the project outline is accepted for step two.

Applications with an organisation as applicant is automatically signed when the application is registered.
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