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Project title (Swedish)*
Modellering och optimering av energiförbrukning för digital mediadistribution

Project title (English)*
Power consumption modelling and optimization of content distribution architectures

Abstract (English)*
The heavily increasing consumption and production of digital media content via Internet and cellular networks will create 
large digital carbon footprints that will, some day, have to be delt with. Power consumption optimization on all levels in the 
distribution architectures will be a major challenge. The current Internet content distribution architectures, incorporating, 
for example, data centers, content delivery networks (CDNs) and home equipment consitute large 
complex engineering systems with many involved actors.  

At the moment, very little research is focused on the holistic understanding of power consumption in content distribution 
architectures. In order to propose and evaluate power-optimized architectures, accurate models are required that can
capture the dominant power-consumption dynamics in the eco-system of content distribution. However, the current
state-of-the-art power consumption models are not consistent and contain many flaws. Therefore, fundamental research is 
required to understand how digital content consumes power when stored and transported in these systems, in order 
to facilitate the development of energy saving and optimization solutions that the future Internet requires. 

The main objective of this project is, therefore, to fill this research gap and obtain a holistic understanding of the
fundamental power consumption dynamics of Internet content distribution architectures, also including cellular
networks. In this project, we will identify the dominant end-to-end power consumption dynamics in today's content 
distribution architectures. Further, we will formulate a new scientific framework, including a generic power consumption 
model, for how to estimate power consumption of digital media content in both fixed and cellular networks. Also, we
will propose and validate power-optimized content distribution architectures that can be used as benchmarks
in the future Internet. All models and solutions will be validated with measurements in our testbed as weil as with our 
industry connections. 

The proposed research project targets a crucial topic with both high academic and industrial importance and interests, 
namely the sustainability of the future Internet architectures. The research partners in this project
works in several research communities, covering both autonomic computing and networking, and in both 
national and international projects with related activities. The project will facilitate initiatives as, for example, Greenpeace's
Clean Energy Index, which already has changed major companies' sustainability strategies.    

Descriptive data

Project info
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Popular scientific description (Swedish)*
Vi spenderar allt mer tid på nätet och användandet av streaming och andra mediatjänster ökar kraftigt. Bara Youtube har en 
miljard unika besökare varje månad. I USA består ca 50% av Internet-trafiken till hushållen av data från Netflix och 
Youtube. Mycket av denna trafik kommer i framtiden gå i de mobila näten där nätkapaciteten är mer begränsad än i de fasta 
näten. 

Vårt Internet-användande kräver därför mer och mer energi. Inte bara för att överföra data utan även för att lagra data. Till 
exempel kommer bara Facebooks nya datacenter i Luleå att dra lika mycket energi som tiotusentals svenska villor. Flera av 
de stora Internet-jättarna, tex Google, Apple, Amazon och Facebook har inte haft miljön i fokus när de byggt sina 
datacenter. Många av dem är till exempel placerade i North Carolina där kolkraften och marken är billig. Därför är de digitala 
mediatjänsterna med och bidrar till ett stort koldioxidfotspår som vi kommer att få ta hand om i framtiden. 

Digital mediadistribution sker via en kedja av datacenter, nät och mellanlagriingssystem (caching). Det är ett komplext 
system med många olika aktörer, både aktörer som producerar, äger och tillhandahåller innehållet, samt aktörer som 
transporterar innehållet. För att förstå hur system för mediadistribution ska byggas på ett energieffektivt sätt krävs det 
generiska modeller och studier av hur olika arkitekturer påverkas av användarmönster. Tyvärr är dagens modeller och 
lösningar för optimerad energiförbrukning för enkla och i många fall fel. Det krävs därför grundforskning för att förstå 
energiförbrukningen för mediadistribution över Internet och mobila nät.

I detta projekt kommer vi först att identifiera vad som kostar energi i dagens system för mediadistribution samt hur mycket 
energi olika typer av innehåll kostar när det lagras och transporteras över Internet och mobila nät. Sedan kommer vi att 
utveckla ett ramverk för hur man ska modellera energiförbrukning av arkitekturer för mediadistribution. Ramverket kommer 
att innehålla en generisk nätmodell samt en komponent-baserad modell för energiförbrukning som ska kunna användas för 
analys och optimering av olika arkitekturer och lösningar. Dessutom kommer vi att använda ramverket för att undersöka 
hur mediadistribution ska göras på ett så energieffektivt sätt som möjligt. All forskning kommer att genomföras i nära 
samarbete med våra industrikontakter inom området för att vi ska kunna garantera att modeller och resultat är korrekta och 
genomförbara i verkliga system. Resultaten från projektet kommer att kunna medverka till miljösatsningar som tex 
Greenpeace Clean Energy Index samt designen av framtidens hållbara Internet.  

Number of project years*
4

Calculated project time*
2016-01-01 - 2019-12-31

Project period

Classifications
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SCB-codes* 2. Teknik > 202. Elektroteknik och elektronik > 20204. 
Telekommunikation

Keyword 1*
Power consumption

Keyword 2*
Content distribution architectures

Keyword 3*
Sustainabililty

Keyword 4
Optimization

Keyword 5
Internet

Select a minimum of one and a maximum of three SCB-codes in order of priority.

Select the SCB-code in three levels and then click the lower plus-button to save your selection.

Enter a minimum of three, and up to five, short keywords that describe your project.
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Reporting of ethical considerations*
Vi anser att projektet inte kräver några etiska överväganden. 

The project includes handling of personal data
No

The project includes animal experiments
No

Account of experiments on humans
No

Research plan

Ethical considerations

Specify any ethical issues that the project (or equivalent) raises, and describe how they will be addressed in your research. 
Also indicate the specific considerations that might be relevant to your application.

Research plan
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Power consumption modelling and optimization of
Content distribution architectures

Purpose and aims
Recent studies have shown that Information and Communication Technology (ICT) systems
are responsible for as much CO2 output that caused by the global airline industry [1, 2]. Data
centers consume ever greater amounts of power. For example, the recently built Facebook data
centre in Luleå will, annually, consume as much power as it would take to heat tens of thou-
sands of Swedish homes. At the same time there are predictions that online TV and video
will be watched in at least 520 million homes by 2018, which is an increase of almost 300%
since 2010 [3]. Already today, Youtube has more than 1 billion unique users every month [4].
In the US, about 50% of the downstream Internet traffic comes from Netflix and Youtube [5].
Also, new applications are emerging, where a recent example is Twitch.tv [6], which hit the net-
works with previously unpredicted traffic. Much of this traffic will be transported by cellular
networks, where traffic has totally exploded the last years [7].

The heavily increasing consumption and production of digital media content will create
large digital carbon footprints that will, some day, have to be dealt with. Power consumption
optimization on all levels in the distribution architectures will be a major challenge. Current
Internet content distribution architectures, incorporating, for example, data centers, content
delivery networks (CDNs) and home equipment, consitute large complex engineering systems
with many involved actors.

At the moment, very little research is focused on the holistic understanding of power con-
sumption in content distribution architectures. In order to propose and evaluate power-optimized
architectures, accurate models are required that can capture the dominant power-consumption
dynamics in the eco-system of content distribution. However, the current state-of-the-art power
consumption models are not consistent and contain many flaws. Therefore, fundamental re-
search is required to understand how digital content consumes power when stored and trans-
ported in these systems, in order to facilitate the development of energy saving and optimiza-
tion solutions that the future Internet requires.

The main objective of this project is, therefore, to fill this research gap and obtain a holistic
understanding of the fundamental power consumption dynamics of Internet content distribu-
tion architectures, including cellular networks. The project will

• Identify the dominant end-to-end power consumption dynamics in today’s content dis-
tribution architectures.

• Formulate a new scientific framework, including a generic power consumption model,
for how to estimate power consumption of digital media content in both fixed and cellular
networks.

• Propose and validate power-optimized content distribution architectures that can be
used as benchmarks in the future Internet.

In real systems, the sustainability aspects will of course need to be merged with other as-
pects, such as expenditure and operation costs, business models and latency requirements.
However, with this project, sustainability can become a key factor in the design of the future
Internet.
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M. Kihl: Power consumption mod. and opt. of content distribution architectures 2
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Figure 1: A schematic illustration of a content distribution architecture.

Survey of the field
The main objective of a content distribution architecture is to move digital content, e.g. videos,
from a content provider to users, see Figure 1 for a schematic illustration. In today’s commercial
systems, content is often stored in back-end data centers, and then distributed via some type
of Content Delivery Network (CDN) solution, essentially a network of cache servers that will
place popular content closer to the users in order to save network capacity and decrease latency.
A CDN is both a network infrastructure and a business model, since content providers will buy
cache storage and distribution from a CDN provider. The users connect to the Internet through
access and aggregation networks.

The optimization of content placement constitutes a complex research problem that has at-
tracted much research from both academia and industry over many years. The current gigantic
world-wide CDN-architectures, like Akamai, Google, and Youtube, with billions of content ob-
jects and users, have inspired many researchers interested in optimization of large distributed
systems. See, for example, [8, 9] for overviews.

De-facto standard power consumption model
Power optimization of content distribution architectures has attracted much less attention.
Power optimization adds one more level of complexity, and requires knowledge of the un-
derlying network architectures. Most papers focusing on power consumption optimization in
content distribution architectures use generic network models as illustrated in Figure 2 (or sim-
ilar), see for example [10, 11, 12]. Each household connects to the Internet through an access
network. Aggregation networks aggregate households’ traffic from the access network into
higher capacity links through Ethernet switches. Finally, the aggregation network is connected
to core networks through edge routers. The core networks consist of core routers, which are
interconnected by optical fiber links. The data centers connect directly to the core network
through an edge router. Within each data center, there are content servers, data storage equip-
ment, and local area networks (LANs). CDNs are most often only modelled as cache servers
distributed in the core and/or aggregation networks. Architectures without caches are some-
times called Data Center Networks (DCNs).

A survey on some power-saving technques for CDNs and DCNs can be found in [13]. Most
current work on power optimization of content distribution architectures is based on a power
consumption model originally proposed by Baliga et. al [14, 15, 11]. The model estimates the
energy (Ed), measured in Watt-hours, for storage and transmission of a movie of size B bits that
is replicated in R data centers and downloaded D times. The model is given by:

Ed =
B

3600

(
3PES

CES
+

PG

CG
+

2PPE

CPE
+

(H + 1)PC

CC
+

HPWDM

CWDM
+
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Figure 2: Generic network architecture.

PES, PG, PPE, PC, PWDM, PSR and PSD are the power consumption of the Ethernet switches,
gateway routers, provider edge routers, core routers, WDM equipment, content servers and
storage disks, respectively. CES, CG, CPE, CC, CWDM, CSR are the capacities of the corresponding
equipment in bits/sec and CSD is the capacity of the storage disks in bits. H is the number of
core network hops.The factor of three for Ethernet switches and factor of two for provider edge
routers is used to include the equipment in the metro network and in the data center. The
original model also includes some factors for redundancy that have been omitted above to
make the model more readable. In papers investigating architectures with CDN caches, these
caches are usually modelled as smaller storage nodes (disks) spread in the network.

Current work and results
In [14], which originally proposed (1), Baliga et. al estimate the power consumption of the ac-
cess network, aggregation network and core network separately. Their results show that the
majority of the network power consumption is generated by the access network. Based on this
result, Baliga et. al in [15] focus only on the access network. However, none of their work
considers either the storage power consumption or the total energy consumption in terms of
traffic load and time. Their follow-up work in [11] estimates power consumption for a Video-
on-Demand (VoD) service. The calculation contains both storage and transmission power con-
sumption in a network with data centers. However, in this work, the power consumption in the
access network is excluded. Their results show that popular videos should have more replicas
throughout the network to make sure that the content is closer to the users. Also, their results
show that P2P is not efficient for distributing content with high demand. In [12], also using
the power consumption model (1), Jayasundara et. al conclude that popular content should be
placed closer to the users in order to optimize power consumption for the content distribution
architecture.

If popular content should be placed closer to the users, there must be a dynamic content
placement scheme deciding where content objects should be placed in order to optimize the
power consumption of the whole system. In [16, 10], Mandal et. al extend the work in [12]
by proposing an Integer Linear Programming (ILP) approach to choose the content placement
for each video in order to minimize the power consumption for the whole network. In [16], at
least 11% of the power consumption can be saved when 25% of the backbone nodes are used
as cache (i.e. CDN) comparing to a network with only one data center (i.e. DCN). Further, 18%
of the energy can be saved if all the backbone nodes are able to cache (i.e. CCN). However, in
[10] they change the hardware and thereby the power saving is only 5% even though they use
the same ILP approach and the same number of nodes in the backbone network are used as
caches.

Some papers have compared conventional DCN and CDN architectures with P2P architec-
tures. In [17], Feldmann et. al use a variant of the power consumption model (1) to compare
the power consumption of DCN, CDN and P2P networks, with VDSL as access network. Their
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results show that CDN consumes the least energy, since in P2P architectures the power con-
sumption migrates from the core network to the end users, which means that the total power
consumption is not reduced, which essentially confirms the results in [11]. This result is, how-
ever, contradicted in [18], where Mandal et. al, propose a hybrid CDN-P2P architecture and
compare it with a conventional CDN. Here, it is shown that if peers can share popular content
with 1-2 hours duration, this hybrid architecture can save up to 30-40% energy compared to a
CDN architecture. However, this work only considers the transmission power consumption in
the core network, and not the power consumption of the end users that store the content.

In [19], Valancius et. al proposes Nano data centers (NaDa), which use home gateways as
nano data servers (i.e. cache servers), which means that it is essentially a P2P architecture. The
paper presents a thorough investigation on the potential energy savings in such an architecture,
using a simplified variant of (1). Comparing with conventional DCNs, NaDa are shown to
save 20-30% energy consumption. However, in their model, the power consumption of home
gateways is ignored, with the motivation that they are already in operation. Therefore, it is
obvious that a NaDa-based architecture will consume less energy than a DCN.

Further, Content-centric networks (CCNs), also called Information Centric Networks (ICN),
where network devices like core routers and edge routers are used as cache servers, have at-
tracted much attention in recent years. For example, in [20], Choi et. al uses a variant of (1) to
show that CCNs use less energy than CDNs. However, in their investigation, they do not use
comparable hardware for the two architectures. For example, CCNs use low-energy SSD disks
whereas traditional CDNs use high-energy hard drives, which makes it obvious that CCNs
will consume less energy than CDNs. In [21], Araujo et. al investigate the energy effects of
in-network caches. The optimization problem is formulated as an MILP problem, with an un-
derlying model similar to (1) to find the optimal placement of network caches. They show that
the most energy-efficient solution is to use an optimized CCN architecture combined with a
CDN. However, the model is very simplified to make it fit as an MILP problem and only in-
cludes power consumption in the core network, which means that the power consumption of
data centers is ignored.

In a another recent paper [22], Modrzejewski et. al investigate cache placement within an
Internet Service Provider (ISP) network, which is somewhat similar to CCNs. They propose
a power consumption model that includes the cost of reading and writing content to/from a
cache, which is somewhat new in comparison with other papers. However, their main conclu-
sion is quite obvious, essentially that network caches will save energy.

As mentioned before, most papers are based on the power consumption model (1) or vari-
ants of it. However, authors have a tendency to ”skip” some parts of the model that do not suit
their interests, making their results unable to be compared with other papers. Further, the pa-
pers usually totally ignore all research on data center power optimization. The power efficiency
of data centers is often represented with a PUE value (Power usage efficiency value, used to
model the power overhead corresponding to cooling etc.) that is too high for modern data
centers. This means that data center storage is often more energy costly in the papers than in
reality. This could partly explain why decentralized P2P- and CCN-solutions often are found
to be more energy-efficient than centralized solutions. Further, few of the papers above use
real data traces in their work. Instead, they use highly simplified static workloads that do not
take into account any spatial or temporal variations. For example, content caching is not static,
since new content is continously published, and these cache updates may contribute consider-
ably to the power consumption in decentralized solutions, where content must be replicated
numerous times. Finally, none of the papers consider cellular networks, only traditional fixed
network infrastructures. There has been considerable work on power consumption in cellular
networks, mostly aimed at green cellular network architectures, see for example [23]. However,
none of these papers relate to content distribution.
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Preliminary results
The main applicant has a solid background in performance modelling of Internet architectures
and content demand patterns of digital media, some recent papers are for example, [MK10,
MK18, MK19, MK23]1. Also, she has long experience of server-based systems (for example
web server systems and clouds) [MK3, MK9, MK11, MK27].

Most of the work has been focused on analysing user content demand patterns based on
traffic measurements in real networks. More recently, the work has continued with investigat-
ing caching potential of content from, for example, Youtube [MK18, MK20, MK23], Facebook
[MK19], and TV4 [MK10, MK14]. The work has been performed in close cooperation with
Acreo Swedish ICT, Ericsson AB, and TV4 in several national and European research projects.
This work has formed the fundamental knowledge of content distribution architectures that is
needed in order to understand the power optimization challenges in these systems.

Recently, in the Vinnova project EFRAIM (Eco-system for future media distribution) and
the Celtic-Plus project NOTTS (Next-generation over-the-top services), we have performed
some preliminary work on power consumption modelling of content distribution architec-
tures, mainly collecting the current state-of-the-art and defining the challenges and research
problems. Some of the work has been presented in a bachelor thesis [24] and a master thesis
[25]. Also, we have published a paper on energy-saving potential in access networks [MK15].

Currently, we have performed some preliminary work to understand the dynamics of the
de-facto standard power model (1) when using it on real data traces. The dynamics of (1) for a
certain network configuration are essentially only decided by the size of the content objects and
the number of downloads per object. The model assumes a static workload, and therefore, we
have developed a time-dependent power consumption model in order to evaluate the effects
when using real content demand patterns. The model is based on (1), and the data trace comes
from the dataset used in [26], which is based on a real commercial TV-on-demand service.
We have used a network configuration similar to Figure 2 with one data center, one network
cache placed at the end of the aggregation network, and 32.000 users. The cache can store
maxiumum 500 programs (content objects) and the content is replaced dynamically with a
standard Least-Recently Used (LRU) algorithm. For simplicity, we have chosen the same power
efficiency parameters as in [12, 16, 17]. Also, we only estimate the power consumption of
content distribution, in order to evaluate if a network cache saves transport and storage costs
when using real user content demand patterns. Figure 3 shows the average diurnal power
consumption for the system with and without the network cache. As can be seen, a network
cache placed at the end of the aggregation network is estimated to save about 50% energy
during peak hours compared to an architecture without a cache. However, during non-peak
hours, the network cache will only save a limited amount of energy compared to a system
without a cache. This means that the cache could essentially be turned off and thereby saving
energy during non-peak hours.

Project description
The main objective of this project is to achieve a holistic understanding of the power consump-
tion of digital content distribution over the Internet. In order to obtain models and architectures
that have a basis in reality, it is also necessary to a have a good knowledge of the commercial
systems deployed. Therefore, we will always work in close cooperation with our relevant in-
dustry research connections. Our industry contacts will ensure that the models and parameters
we propose and use are accurate and suitable for real systems. They can provide us with the
deep technical knowledge of architectures and systems that is required for the success of this
project.

1MKxx refer to papers in Maria Kihl’s publication list
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Figure 3: Energy consumption during one day.

End-to-end power consumption dynamics
In the first part of the project, we will identify the dominant power consumption dynamics
when storing and transporting content on the Internet. The objective is to obtain a fundamental
understanding of how content objects, for example, videos, consume power when stored in
data centers and caches and transported in networks in order to propose an accurate power
consumption framework in the second part of the project. We will consider both ”traditional”
client-server based applications, as today’s Video-on-demand systems, as well as the emerging
applications based on high-quality user-generated content, for example Twitch.tv [6], where
data centers may not be the origin of the content. Part of this work will be based on the latest
literature on power consumption of server systems and network equipment, see for example
[27, 28]. Also, we will build a testbed and perform our own measurements in our network lab,
where we currently host network equipment and an up-to-date server cluster as part of our
other research projects (see below). Also, as mentioned above, we will work closely with our
industry connections, who develop, deploy and host commercial systems for the whole eco-
system of content distribution. Below, we present some of our initial ideas on how networks,
storage and transport contribute to end-to-end power consumption. During the project, we
will further investigate these areas and validate our results with our industry connections and
by performing measurements in our testbed.

Networks. Several studies have shown that the core and aggregation networks account for
only a small part of the total end-to-end power consumption in fixed networks, see for example
[2]. Therefore, a generic power consumption framwork for fixed networks may actually ignore
several parts, since they will not be a dominant factor when optimizing the power consumption
in content distribution architectures. Also in cellular networks, the core networks can probably
be ignored, since they are usually the same or similar as in fixed networks (high speed optical
networks). However, the access networks with base stations would probably need to be taken
into account, since these have been identified as considerable power consumers [2].

Storage. Several studies have argued that data centers and home terminals are the domi-
nant factors when considering power consumption in ICT systems [2]. Therefore, we believe
that it is crucial to identify how content consumes power when stored in data centers and
caches. However, although big companies are actively working to reduce the energy consump-
tion of data centers, the research on the topic is still in its early stages [27]. Also, there is very
little research aimed at content storage. Further, it is rather difficult to find solid studies on
cache server power consumption. Therefore, the proper modelling of storage power consump-
tion is still an unsolved research question. We have previously performed some fundamental
research on the modelling of database servers [MK24, MK34], where one conclusion was that
write operations are much more processing intensive than read operations. And if processing
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M. Kihl: Power consumption mod. and opt. of content distribution architectures 7

can be translated to power consumption, this result would be in line with, for example, [22],
which would imply that the dynamic replacement of content in caches would be an important
power consumption factor.

Transport. In the de-facto standard power consumption model (1), there is a linear depen-
dence between the power consumption and the number of transported bits, which implies that
network devices have a load-proportional power consumption. However, recent research ar-
gue that this not true, at least not for fixed networks. In, for example, [28], it is shown that for
modern network devices in the Internet (e.g routers and switches), power consumption is based
on two components, a constant baseline component and a load-dependent component, where
the baseline power consumption is as much as 80-90% of the maximum power consumption
when the network device is fully loaded. Following these results, transport power consump-
tion in fixed networks is essentially only dependent on the number of network devices, not the
number of transported bits. For cellular networks there is a major lack of research, and the few
studies that exist, for example [29, 30], are not focused on the transport of content.

Power consumption framework
In this part of this project, we will use the identified dynamics from the previous part and for-
mulate a new power consumption framework, which includes a complete power consumption
model for content distribution architectures based on a generic network model.

Networks The generic network models for fixed networks used in most papers, as illus-
trated in Figure 2, are probably accurate enough for power consumption analysis. There are,
of course, numerous ways to build a physical network, however, we need a generic network
model for this work. The network model should incorporate different access technologies, since
they will have different impacts on holistic power consumption. For cellular networks, there
is a need to develop a proper network model suitable for power consumption analysis. Here,
we will extend and modify previously proposed network models. For example, we currently
have research activities focusing on so called telco clouds [MK11] where we have developed a
simulation model for cloud infrastructures distributed in the cellular network infrastructures.
These systems share the same underlying network models that we will use in this project.

Power consumption model. We propose a component-based model, as illustrated in Fig-
ure 4, where each part of the content distribution eco-system is modelled separately in order
to maximize usage flexibility and facilitate different architectures and network technologies.
We will essentially aim for ”plug-in” components, where each component can be developed
independent of the other components. If one component is changed due to new technolo-
gies or standards, it will be easy to modify it and then seamlessly integrate it in the model.
Also, this would facilitate development and implementation in, for example, Modelica [31],
in which we have long experience and competence. An example of one topic that we will in-
vestigate is the power cost of replication and transcoding of content. Today, video content is
usually transcoded multiple times in order to fit various video coding formats and client plat-
forms. This transcoding can be performed in the back-end data center, or ”on-the-fly” in the
cache servers. None of the previously published models incorporate transcoding. We will in-
vestigate how transcoding should be modelled in order to obtain proper power consumption
estimates. Also, we will validate our proposed model and its parameters will be validated both
with measurements in our testbed and in close cooperation with our industry contacts.

Power-optimized content distribution architectures
With a holistic understanding of the dominant power consumption dynamics in the eco-system
of content distribution, and a scientific power consumption framework, the final part of the
project will be to use the framework to develop power-optimized content distribution archi-
tectures that can be used as benchmarks in the future Internet. Power-optimized architectures
can be found by formulating the power consumption model as an optimization problem, where
the cost function corresponds to power consumption of storage and transport of content objects
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Figure 4: Illustration of the component-based power consumption model. The arrows repre-
sent relationships and signal flows between components.

according to a given content demand pattern and application constraints. For this part of the
work, we will use the data traces available to us via our industry contacts and other research
projects (see below).

Our initial ideas in this part of the project mostly concern the power cost of distributed
storage. Resouce-optimized data centers are probably the most power efficient way to store
content. Smaller cache servers or user equipment will never have as low Power Usage Effec-
tiveness (PUE). Also, distributed storage means increased transcoding costs and higher power
costs for replacing content in the caches. These power costs can be balanced out with lower
power costs for content transport, however, probably only the most popular content will gain
power from distributed schemes. For example, our preliminary work in Figure 3 indicates
that a cache server only makes sense from an energy-perspective during the peak hours in the
evening, when the content demand is high.

Research group
This project is planned for 4 years, starting on January 1, 2016. In case of approval and support
from the Swedish Research Council (VR), we will recruit a PhD student to work in the project.
The project will be performed within the Linneaus research environment Lund Center for Con-
trol of Complex Engineering Systems (LCCC), where the main applicant is one of the PIs and
the group leader of the Feedback Computing Research area. Also, the research environment
will include researchers at Acreo and SICS Swedish ICT as part of the main applicant’s research
projects on media distribution.

This project focuses on highly complex and cross-disciplinary topics, since it relates to areas
usually not belonging to the same research community. For example, most work on power
efficient data centers belongs to the research community of autonomic computing, whereas the
work on energy-efficient networks is most often published in the networking community. The
strength of our research group is that we work in all the related communities, and therefore,
we have the unique cross-disciplinary comptence required for this project.

Name Current pos. Main competences Fund level
Main appl Maria Kihl Professor Internet systems, performance models 20%
Other N.N. PhD student Power consumption in content distribution

architectures
80%

LCCC Dr. Martina Maggio Assistant Professor Feedback computing, Power consumption
in data centers

LCCC Prof. Karl Erik Arzen Professor Cyber-physical systems
LCCC William Tärneberg PhD student Performance modelling of telco clouds
Acreo Manxing Du Researcher Content demand patterns and traffic mea-

surements
SICS Dr. Henrik Abrahamsson Researcher Cache architectures and content demand
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Significance
The proposed research project targets a crucial topic with both high academic and industrial
importance and interests, namely the sustainability of the future Internet architectures. The re-
search partners in this project work in several research communities, covering both autonomic
computing and networking, and in both national and international projects with related ac-
tivities. For example, Dr. Martina Maggio has an on-going VR project with title ”Power and
temperature control for large-scale computing infrastructures”, where we expect to gain syn-
ergy effects on how to model power consumption in data centers and cache systems. Also, we
have a large network of academic and industry connections that will gain from the scientific
contributions generated in this project. The fundamental research proposed in this project is
very seldom performed in the industry sector, due to the companies’ business strategies and
product-oriented view, as can be seen in the related work that are all coming from academica.
However, with the funding from VR, we can achieve a fundamental holistic understanding of
the sustainability of Internet architectures and applications. Also, the project would facilitate
initiatives like, for example, Greenpeace’s Clean Energy Index [32], which already has changed
major companies’ sustainability strategies [33].

Further, the proposed research group has a large network of research collaboration, both
national and international. The main applicant is a PI in LCCC and a member of the Excellence
Center Linköping-Lund in Information Technology (ELLIIT). Also, she is one of the PIs in the
VR framework project Cloud Control, in collaboration with Umeå University. Further, she
is one of the main researchers in the Celtic-Plus project NOTTS, with academic and industry
partners from Sweden, Finland, France, Spain and Poland. Also, she participates in the EIT-
ICT labs project Network for Future Media Distribution (NFMD) that has a clear energy focus
during 2015. All these research environments are well established and planned to continue,
which means that the contributions from this project will have a high visibility in both national
and international forums. Some of our other research contacts outside our research centers and
projects will be:

• Prof. Tarek Abdelzaher, CS, University of Illinois at Urbana Champaign
• Dr. John Wilkes, Google Inc.
• Dr. Simon Tuffs, previously Netflix, now at Life360
• Anders Näsman, Ericsson Broadcast Services
• Dag Lundén, TeliaSonera
• Magnus Hazell, Arkena (former Qbrick)
• David Karlsson, previously at Qbrick and Millicom, now at SVT
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